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Kurzfassung

Verkehrstelematik ist eine der Schlüsseltechnologien für zukünftige Entwicklungen im Au-

tomobilsektor. Von besonderem Interesse sind dabei Fahrzeugnetze, die für moderne Fahr-

zeuganwendungen zunehmend an Bedeutung gewinnen. Für die Fahrzeug-Fahrzeug-Kom-

munikation können selbstorganisierende Ad-hoc-Netze zum Einsatz kommen, die den lo-

kalen Austausch von Daten auch über mehrere Fahrzeuge hinweg erlauben. Zusätzlich er-

möglichen Zugangspunkte den Zugriff auf das Internet. Die Unterstützung von Internet-

Diensten im Fahrzeug erfordert allerdings die Integration der Fahrzeugnetze in das Internet.

Das Ziel ist es dabei, dass das Fahrzeugnetz als transparente Erweiterung des Internets er-

scheint. Die Internet-Integration ist jedoch eine große Herausforderung, da sich Kommuni-

kation im Fahrzeugnetz und im Internet grundlegend voneinander unterscheiden. In dieser

Arbeit wird mit MOCCA ein neuartiger Ansatz für die Internet-Integration von Fahrzeug-

netzen vorgestellt. MOCCA verfolgt einen proxybasierten Ansatz, der die Eigenschaften des

Fahrzeugnetzes verdeckt und für einen effizienten Datenaustausch zwischen Fahrzeug und

Internet sorgt. Dabei kommt ein Protokoll zur Mobilitätsunterstützung der Fahrzeuge so-

wie ein fuzzybasiertes, skalierbares Protokoll zum Auffinden der am besten geeigneten Zu-

gangspunkte zum Einsatz. Das Erkennen sowie das dynamische Umschalten auf besser ge-

eigneter Kommunikationsnetze ist ebenfalls möglich. Darüber hinaus sorgt ein optimiertes

Transportprotokoll für einen verbesserten Datenaustausch zwischen Fahrzeug und Proxy.

Eine wichtige Eigenschaft von MOCCA ist die starke Verzahnung der Verfahren unterein-

ander, um eine bestmögliche Effizienz zu erreichen. Für die Evaluierung werden vier fahr-

zeugbasierte Kommunikationsmodelle vorgestellt. Die durchgeführten Messungen mit die-

sen Modellen attestieren MOCCA eine bessere Leistungsfähigkeit verglichen mit gängigen

Protokollen. Wie die abschließende Evaluierung zeigt, erfüllt MOCCA sämtliche Anforde-

rungen an die Internet-Integration von Fahrzeugnetzen. Im Vergleich zu existierenden An-

sätzen unterstützt MOCCA die Mobilität der Fahrzeuge, es berücksichtigt die Eigenschaften

von Fahrzeugnetzen, es sorgt für einen effizienten Datendurchsatz auf der Transportschicht,

und die Protokolle skalieren mit der Anzahl an Fahrzeugen. Somit ist MOCCA ein geeigne-

ter Ansatz für die transparente Einbindung von Fahrzeugnetzen in das Internet.





Abstract

Traffic telematics is a key technology for the future development in the automotive domain.

Inter-vehicle communication systems will become very important for modern vehicular ap-

plications. Such systems are based on self-organising ad hoc networks enabling autonomous

communications between vehicles. This way, vehicles are able to exchange data locally even

over multiple intermediate vehicles. Vehicles are also able to communicate with Internet

Gateways acting as transitions points to the Internet. However, the provisioning of Internet

services for the vehicles requires an integration of the vehicular network into the Internet.

It has to be ensured that this network appears as a transparent extension of the Internet.

The Internet integration is a very challenging task since communication in the vehicular

network and in the Internet differs fundamentally. This thesis proposes MOCCA, a novel

solution for the integration of vehicular ad hoc networks into the Internet. MOCCA com-

bines a proxy-based architecture with different communication protocols to hide the char-

acteristics of vehicular networks and to support efficient communication between vehicles

and Internet hosts. It proposes a mobility management protocol for the vehicles, a scalable

discovery protocol to find the most suitable Internet Gateway within the vehicular network

using fuzzy logic, and it supports identification of and handover to the most suitable alter-

native communication system. Moreover, an optimised transport protocol enables efficient

communication between proxy and vehicles. An important feature of MOCCA is that the

protocols are highly integrated, i.e. they collaborate with each other in order to achieve

best possible results. For the evaluation, four typical vehicular communication models are

proposed to determine the performance of MOCCA. In measurements with these models,

MOCCA outperforms common solutions for communication between vehicles and Internet

hosts. The concluding evaluation shows that MOCCA completely fulfils the requirements

for the Internet integration of vehicular ad hoc networks. Compared to related approaches,

MOCCA supports the mobility of the vehicles, it considers vehicular characteristics, it en-

ables an efficient data throughput at the transport layer, and it provides the scalability nec-

essary for vehicular environments. The evaluation shows that MOCCA is a suitable solution

for the Internet integration of vehicular ad hoc networks.
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Chapter 1

Introduction

Future developments in the automobile domain are not limited to the field of automotive

engineering. According to a market survey in 2003, 90 % of the innovations for automobiles

are driven by electronics and software [1]. These activities also include the utilisation of

communication technologies, which gain in importance for increasing vehicular safety and

for improving the traffic flow on the roads. The ongoing research particularly into the field

of vehicular safety shows that both active and passive safety can be significantly increased

if vehicles are able to communicate with each other in order to exchange safety-relevant

information [2, 3, 4]. The European Union also identified vehicular communication as an

emerging technology for future intelligent transportation services [5]. A very basic vehic-

ular application could be the warning of vehicles about dangerous situations on the road

like accidents. This way, succeeding vehicles are able to slow down their speed in time

or they may choose alternative routes in case of pending congestions. In such a vehicular

communication scenario, low delays and moderate communication costs play an important

role. Hence, direct communication via inter-vehicle communication systems presents one,

probably even the most promising solution. Inter-vehicle communication systems are based

on multi-hop ad hoc networks called VANETs (vehicular ad hoc networks). VANETs en-

able communication between two vehicles even over multiple relaying vehicles without any

pre-installed network infrastructure. The vehicular communication scenario also comprises

roadside installed gateways connected to the Internet. They may enable communication be-

tween two vehicles in case the communication distance between them is too large to send

the data even over multiple hops.

Besides typical vehicular applications, the popularity of an ubiquitous Internet access

comes along with the demand to provide Internet services in the VANET. Since the gate-

ways are connected to the Internet, they may additionally provide temporary access to the

Internet for the passing vehicles. However, communication in VANETs is fundamentally
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different compared to communication in the Internet. Since vehicles are highly mobile, the

topology of VANETs may vary heavily and vehicles may permanently change their gateway

to the Internet in different traffic scenarios on the road. The multi-hop capability of VANETs

introduces additional challenges such as the mobility management of the vehicles and the

discovery of the gateways even over several hops. This way, traditional Internet-based pro-

tocols cannot be used for communication between a vehicle and an Internet host. More-

over, traditional Internet protocols were not developed with respect to the unpredictable and

heavily varying communication characteristics of the wireless radio transmission between

vehicles, which makes them almost unsuitable for being used in vehicular communication

environments.

The Internet integration, i.e. the provisioning of Internet access for VANETs, requires re-

spective communication protocols to overcome the deficiencies and challenges of VANETs.

This thesis proposes a novel communication architecture called MOCCA (mobile commu-

nication architecture) for the integration of VANETs into the Internet. MOCCA combines a

proxy-based architecture with a scalable mobility management for the vehicles. The mobil-

ity management enables to discover suitable gateways from the vehicles even over multiple

hops, and it hides the mobility of the vehicles. It also enables mobile devices within a ve-

hicle to use the VANET for Internet access. Furthermore, MOCCA is able to improve com-

munication in heterogeneous communication environments. A multiplexing mechanism is

able to handover between different communication systems that are available at the same

time. Thereby, a fuzzy-based protocol mechanism is able to determine the most suitable

alternative communication system. At the transport layer, an optimised transport proto-

col improves communication efficiency while maintaining compatibility with the transport

protocol TCP used in the Internet. These protocols collaborate with each other in order to

improve communication between vehicles and Internet hosts. MOCCA therefore enables

the deployment of IP-based applications in VANETs, which opens up the vehicular network

for the Internet. This way, the VANET becomes a transparent extension of the Internet.

1.1 Contribution of this Thesis

The MOCCA architecture introduced in this thesis is a novel communication architecture

for the Internet integration of vehicular ad hoc networks. MOCCA combines several highly

optimised protocols with a proxy-based architecture. It therefore proposes protocols for the

network layer and the transport layer of the ISO/OSI communication model. The follow-

ing protocols handle the differences of communication in the VANET and the Internet and

enable an efficient data exchange between vehicles and Internet hosts:
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´ Interoperability between the IPv6-based VANET and the IPv4-based Internet.

´ Utilisation of heterogeneous communication environments using a fuzzy-based iden-

tification of and an efficient handover to the most suitable alternative communication

system if several communication systems are available simultaneously.

´ Mobility of the vehicles in the VANET, including a scalable multi-hop discovery of the

most suitable gateway using fuzzy logic.

´ Support of mobile devices within vehicles, which enables traditional TCP/IP-based

applications running on the passengers’ mobile devices to access the Internet using

the VANET.

´ A new transport protocol for efficient communication in vehicular environments.

An important feature is the integrated way MOCCA combines the communication pro-

tocols, which means that these protocols closely interact with each other. This integrated

approach is necessary for an efficient Internet access as well as for the scalability required in

vehicular environments.

This thesis also contributes communication models of four typical VANET scenarios: a

crossway in a city, a motorway at night, a motorway with a high traffic flow, and a con-

gestion on a motorway. The models provide the communication characteristics a vehicle

experiences while travelling through the scenarios. They are used to determine the perfor-

mance of MOCCA in the respective scenarios and to compare the results with alternative

common solutions for communication between a vehicle and an Internet host.

However, there are some aspects that are out of scope for the Internet integration through-

out this thesis:

´ Ad Hoc Routing: The routing protocol is vital for multi-hop ad hoc networks and it

essentially affects the communication overhead. However, it is not considered since

the routing strategy within VANETs should be transparent to the Internet.

´ Quality of Service: Although quality of service requirements are crucial especially for

vehicular safety applications, they are of minor importance for typical IP-based ap-

plications. IP typically provides a best-effort service without any guarantees; thus,

quality of service aspects are not considered for the Internet integration.

´ Security: Security issues are also very important for vehicular applications due to the

vulnerability of wireless links. However, they are of minor importance for the original



4 1. Introduction

task of the Internet integration. This thesis discusses security considerations for sev-

eral design decisions in MOCCA, but they are not considered as a requirement for the

design of the architecture itself.

Furthermore, MOCCA does not address optimisations for the data link layer, although

they can improve the communication efficiency further on. Such optimisations are basically

out of scope for the Internet integration itself. Similarly, application-specific aspects are not

considered although also they can improve the performance of applications.

1.2 Outline

The organisation of this thesis follows a modular concept. Each chapter represents a self-

contained module, which basically comprises problem description and basics, related work,

the proposed approach, and an evaluation. This way, basics as well as related work are

thematically associated with the content of the different modules in order to improve the

structural clarity. Figure 1.1 depicts the structure of this document and the corelation be-

tween the modules.

Chapter 3: MOCCA – An Architecture for Internet Integration

Chapter 4: 
Mobility Management in MOCCA

Chapter 2: Basic Scenario & Related Work

Chapter 5: 
MOCCA Transport Layer

Chapter 6: Evaluation of MOCCA

Chapter 1: Introduction

Chapter 7: Conclusions & Outlook

Figure 1.1: Outline of this Thesis

Chapter 2 addresses basics and related work on Internet integration in general: It intro-

duces the basic communication scenario used as a reference scenario throughout this thesis

and identifies the characteristics of vehicular environments. This part also derives the re-

quirements for the Internet integration of vehicular ad hoc networks, which are used for the

evaluation of Internet integration approaches. Chapter 2 also deals with related research on

the Internet integration in vehicular environments. It therefore introduces important solu-

tions and evaluates them in the context of the reference scenario.
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Chapter 3 attends to MOCCA, the proposed communication architecture for the Internet

integration of vehicular ad hoc networks. The first part introduces the basic concepts and

principles of MOCCA. It also gives an overview on the communication protocols being used

together with their close interactions. The second part is focused on communication within

the vehicles and proposes the solution to integrate these appliances into the MOCCA archi-

tecture. It therefore presents a fuzzy-based solution to utilise heterogeneous communication

environments in MOCCA. This chapter also discusses alternative realisation strategies and

compares their strengths and weaknesses with the MOCCA approach. The following chap-

ters 4 and 5 deal with the most important protocols in MOCCA: the mobility management

and the transport protocol.

Chapter 4 is devoted to the mobility management of the vehicles at the network layer.

This chapter first introduces the requirements for the mobility management of vehicular ad

hoc networks and discusses Mobile IP, the protocol for mobility support in the Internet. It

also evaluates related work for using Mobile IP for the mobility support of ad hoc networks.

The second part introduces MMIP6, the mobility management protocol used in MOCCA.

MMIP6 is extended by the DRIVE protocol, which discovers suitable gateways to the In-

ternet from within the vehicular ad hoc network. Both protocols are finally evaluated in a

qualitative and a quantitative manner.

Chapter 5 deals with the transport layer in MOCCA. This chapter first introduces TCP

and its congestion control mechanisms and discusses the use of TCP for communication in

vehicular ad hoc networks. Based on these observations, the requirements for a transport

layer protocol in the MOCCA architecture are derived and related work on improving trans-

port layer performance in mobile and wireless environments is observed. The second part

of this chapter proposes MCTP, the transport layer protocol used in MOCCA. It therefore

describes the basic functionality, the protocol state machine of MCTP, the interaction with

other communication protocols, and optional optimisation strategies. Finally, MCTP is dis-

cussed and evaluated in a qualitative way in order to confirm its suitability for the Internet

integration of VANETs.

Chapter 6 evaluates the MOCCA architecture in a testbed, which emulates the Internet

access of a vehicle in different vehicular communication scenarios. This chapter introduces

models for typical vehicular communication scenarios and compares MOCCA with an end-

to-end TCP approach as well as a split TCP approach with the help of the communication

models developed. Finally, MOCCA is evaluated in a qualitative way and the evaluation

results are compared with the related work on the Internet integration.

Finally, chapter 7 concludes this thesis. It summarises the essential contributions of this

work, their importance, and the key results of the evaluation. An outlook outlines areas for

future work, which are opened up by the proposed MOCCA architecture.





Chapter 2

Basic Scenario & Related Work

According to Murphy et al. [6], an ad hoc network is “a transitory association of mobile

nodes, which do not depend upon any fixed support infrastructure. [...] Connection and

disconnection is controlled by the distance among nodes and by willingness to collaborate

in the formation of cohesive, albeit transitory community.” A VANET (vehicular ad hoc

network) is such a multi-hop ad hoc network where vehicles on the move act as mobile

nodes. Besides vehicle-to-vehicle communications, vehicular applications may also rely on

information from the Internet, which requires an integration of the VANET into the Internet.

This way, the Internet integration has to ensure efficient communication between vehicles

and hosts in the Internet. Besides the Internet access for the vehicles, the Internet integration

also has to provide access to services within vehicles from hosts in the Internet independent

of their current locations. This way, the Internet will be opened up for the VANET, which al-

lows the deployment of a variety of new applications in vehicular environments. However,

VANETs cannot be compared neither with existing fixed networks nor with wireless net-

works, because they have fundamentally different communication and organisational char-

acteristics. These differences are basic constraints for the Internet integration of VANETs.

This chapter introduces the basic scenario and discusses related work on Internet integra-

tion. It is divided into two parts. The first part attends to the VANET scenario (section 2.1),

which is used as a reference scenario throughout this thesis. This part also introduces Fleet-

Net, an example for an inter-vehicle communication system based on ad hoc networking.

Based on this scenario, section 2.2 acquires the challenges and derives requirements for the

Internet integration in the VANET scenario. These requirements are distilled in a catalogue

of requirements used in the second part of this chapter for the discussion and the evaluation

of related work on Internet integration in section 2.3. Finally, section 2.4 summarises this

chapter.
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2.1 Vehicular Networks: The Reference Scenario

Traditional road telematics applications are mainly focused on solutions for intelligent trans-

portation systems (ITS). Examples are applications for fleet management and transportation

logistics, or applications to guide a driver to the destination taking into account the current

road conditions [7, 8]. These ITS applications are server-oriented, i.e. they rely on infor-

mation coming from a central server. For example, vehicles travelling along a motorway

request information about the current road conditions from a server in the Internet. The on-

board navigation unit uses this information to determine the quickest or the shortest route

to the destination and guides the driver around congested areas dynamically. Communi-

cation with the server is based on existing cellular radio access networks such as GSM [9],

which provides Internet access for the vehicles on the road (cf. figure 2.1 (a)).

Internet

(a) (b)

VANETCellular Radio Access Network

S

V1

V2
D

V3

AHN1

AHN2

AHN: Ad Hoc Network ▫ VANET: Vehicular Ad Hoc Network

Figure 2.1: Comparison of Existing and Upcoming Road Telematics Applications

Besides traditional road telematics applications, the development of modern road telem-

atics applications is focused on so-called “floating applications”, which complement existing

ITS services. Floating applications follow the location principle, i.e. they additionally con-

sider the “location” of the information. This means that vehicles generate local information,

distribute this information locally in the vehicular network, and consume the information

generated by other vehicles. Floating applications are very interesting for vehicular envi-

ronments, because they are able to improve vehicular safety and the convenience of the

passengers in many situations on the road. The following examples illustrate typical appli-

cations:
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´ Cooperative Driving Assistance: These vehicle-centred applications improve the cooper-

ation between vehicles while travelling. This allows, for instance, the development of

vehicle warning systems where heavy braking vehicles notify following vehicles [10],

it enables the platooning of vehicles [11], or it facilitates the ascending of vehicles on a

motorway lane [12].

´ Floating Car Data: A floating car data application collects information about a vehicle’s

local environment such as the current weather or road conditions and distribute this

information among the other vehicles in the network. This information will be me-

liorated within the network when other vehicles cumulate the received information

with the information generated by themselves. This way, it is possible to distribute

important events locally like congestions or hazards [13, 14].

´ User Communication and Information Applications: Example applications for improving

the convenience of passengers are user chats between vehicles, the exchange of local

data such as legal copies of audio files, or multi-player games [15, 16, 17].

Floating applications require a respective communication network providing the local

exchange of data. For this task, cellular networks like GSM or the infrastructure mode

of IEEE 802.11 are not applicable, because they require an area-wide coverage with base

stations to enable communication between vehicles. In order to guarantee low delays re-

quired for the exchange of safety-related information between vehicles, modern vehicular

networks are based on multi-hop ad hoc networks [18], the so-called vehicular ad hoc net-

works (VANETs). According to RFC 2501 [19], an ad hoc network has the following charac-

teristics:

´ It is an autonomous system of mobile nodes.

´ It may operate in isolation or may have gateways to and interfaces with a fixed net-

work.

´ The mobile nodes are equipped with wireless receivers and transmitters.

This way, vehicles can transmit data to neighboured vehicles within their radio trans-

mission range without any central infrastructure, base stations, or access points. Ad hoc

networks also support multi-hop vehicle-to-vehicle communication. This requires an ap-

propriate ad hoc routing protocol that ensures that two distant vehicles are able to commu-

nicate with each other using intermediate vehicles as relaying nodes [20, 21]. For example,

in figure 2.1 (b) vehicle S is able to communicate with vehicle D using V1 and V2 as relay-

ing nodes. Alternatively, S can communicate with D via vehicle V1, V2 and V3. Due to
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the mobility of the vehicles, the VANET may be partitioned into two or more autonomous

ad hoc network clusters. Vehicles within a VANET cluster are able to communicate with

each other, either immediately or via multi-hop communication. However, communication

between the vehicles in different ad hoc networks is not possible since there is no commu-

nication link between vehicles in different ad hoc networks. For example, the VANET in

figure 2.1 (b) consists of two ad hoc networks AHN1 and AHN2.

Besides (multi-hop) vehicle-to-vehicle communication, VANETs are also able to provide

access to the Internet using roadside installed “Internet Gateways” (IGWs) as illustrated in

figure 2.2. IGWs appear in the VANET as common (parked) vehicles providing an intercon-

nection to the Internet. The main task of an IGW is to route data from the VANET into the

Internet and vice versa. IGWs may not be mixed up with base stations (or access points)

controlling the medium access of the communicating vehicles: if a base station fails, com-

munication between vehicles will not be possible any longer. In contrast, IGWs appear as

stationary nodes in the VANET. This way, communication is still possible between vehicles

even if an IGW is not available.

IGWVANET

IGW: Internet Gateway ▫ VANET: Vehicular Ad Hoc Network

Figure 2.2: Internet Access for Future Vehicular Applications

An example for a VANET communication system is developed in the FleetNet project

[22, 23] and its successor project NOW (Network on Wheels [24]). Besides the develop-

ment and promotion of a vehicular ad hoc networking technology, FleetNet also aims at

the implementation and demonstration of floating applications. The FleetNet communica-

tion system is described in the following sections in detail, because it serves as a reference

implementation for an inter-vehicle communication system throughout this thesis.
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2.1.1 FleetNet

Compared to communication in wired IP-based networks, the communication architecture

of FleetNet differs fundamentally in many aspects. Examples are the addressing of the ve-

hicles, the routing of data in the context of mobility, and the medium access for the wireless

transmission. Figure 2.3 shows the protocol architecture of FleetNet [25, 26]. It comprises

the lower three layers for inter-vehicle communications, namely FleetNet Physical Layer

(FPHY), FleetNet Data Link Control Layer (FDLC), and FleetNet Network Layer (FNL).

FleetNet does not specify a transport layer; instead, FleetNet applications immediately use

the FNL for their communications. The FleetNet communication architecture also specifies

control and management planes for both FDLC and FNL, which are not depicted in figure

2.3. The management planes control the respective layers. For example, it adapts the trans-

mission power to the number of communicating vehicles in the VANET in order to minimise

interferences.

Data Link Layer

Network Layer

Physical Layer

FleetNet Applications

FPHY

FDLC

FNL

FDLC: FleetNet Data Link Control ▫ FNL: FleetNet Network Layer
FPHY: FleetNet Physical Layer

Figure 2.3: FleetNet System Architecture

The wireless transmission of data on the lower communication layers FPHY and FDLC

uses a modified UTRA TDD1 scheme, which operates in the unlicensed UMTS band from

2.010 GHz to 2.020 GHz [27, 28, 29]. The modifications of UTRA TDD ensure a correct syn-

chronisation between the communicating peers and define a radio resource management to

support quality of service. Thereby, Code Division Multiple Access (CDMA [9]) is used to

separate the communication channels of the vehicles. This capability is very important for a

VANET, because it enables the deployment of time-sensitive applications. Example applica-

tions are cooperative driving assistants or applications for the platooning of cars and trucks

travelling along a motorway.

1UTRA TDD: Universal Terrestrial Radio Access – Time Division Duplex



12 2. Basic Scenario & Related Work

On the network layer, the FNL enables multi-hop vehicle-to-vehicle communication. The

FNL therefore defines the addressing of the vehicles, the routing of data, and it supports

respective quality of service mechanisms for vehicular applications. The FNL is neither

based on IP technology nor compatible to IP. It is characterised by the following features:

´ Addressing: The FNL uniquely addresses a vehicle using a “FleetNet ID” with a length

of 64 bit.

´ Location Awareness: The FNL is able to determine the geographical position of a vehicle

using the Global Positioning System (GPS [30]). It therefore maps the static FleetNet ID

of a remote vehicle onto its geographical position by querying a distributed location

service [31]. If the location service is able to resolve the FleetNet ID, it responds to the

query with the position of the FleetNet ID.

´ Location-based Routing: The routing of data in FleetNet is based on the geographical

locations instead of FleetNet IDs. If a vehicle wants to send data to a remote vehicle,

the FNL first has to determine the position of the remote vehicle with the help of

the location service. If this resolution is successful, the vehicle will send the data to

the position of the targeted vehicle. Thereby, intermediate vehicles are responsible to

forward the data towards the direction of the remote vehicle as described in [32, 33,

34, 35, 36].

The FNL provides an interface for FleetNet applications to use the FleetNet communica-

tion system. As the FNL is not based on IP technology, the interface to the FNL is different

to the standardised socket interface specified for communication in the Internet. Hence,

FleetNet applications are not compatible with IP-based applications. In order to support IP-

based communication in FleetNet, the system architecture specifies adaptations of the FNL,

which are described in the next section.

2.1.2 IP-Based Communication in FleetNet

In order to support IP-based applications, the FleetNet communication system has to bridge

the functional differences between IP and the FNL. These differences are handled by an

adaptation sublayer within the FNL, the FleetNet Adaptation (FNA, cf. figure 2.4). The

FNA performs a bijective mapping between FNL and IP functionality. This way, the FNL

additionally provides an IP interface besides the native FNL interface. A transport layer on

top of the IP layer enables the end-to-end communication between IP-based applications

similar to TCP and UDP in the Internet. The transport layer is not part of the FleetNet

specification, because FleetNet applications immediately use the native functionality of the

FNL without an intermediate transport layer.
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Data Link Layer

Network Layer

Transport Layer Protocol

Physical Layer

IP-Based Applications

FPHY

FDLC

FNA

FNL

IP

FDLC: FleetNet Data Link Control ▫ FNA: FleetNet Network Adaptation
FNL: FleetNet Network Layer ▫  FPHY: FleetNet Physical Layer

Figure 2.4: Support of IP-based Communication in FleetNet

The most important task of the FNA is the address mapping, i.e. the mapping of an IP

address onto a FleetNet ID and vice versa. Besides the Internet access for the vehicles, it is

important that Internet hosts can get access to vehicles for IP-based applications in FleetNet.

This way, a vehicle can provide Internet services such as Web services for remote diagnostics

of vehicles. This capability requires the use of a global IP addressing scheme; both private IP

addresses and an arbitrary addressing scheme using address translation mechanisms simi-

lar to NAT (Network Address Translator, RFC 3022 [37]) cannot be used since they do not

support the access of the vehicles. Even the combination of NAT or private addresses with

Dynamic DNS (Domain Name System) does not provide vehicular access, because Dynamic

DNS does not support multiple services of the same type within one local network [38].

The use of IPv4 in FleetNet is not recommended, because IPv4 does not provide enough

IP addresses. In the beginning of 2004, for example, 54, 082, 169 vehicles were registered

in Germany [39], which is approximately 1.3 % of the total IPv4 address space. Assuming

a European-wide deployment and the accessibility of each controller within a vehicle, this

would easily exhaust the IPv4 address space of 232 addresses. Moreover, the 64 bit length

of the FleetNet ID makes it impossible to map the FleetNet ID uniquely onto a 32 bit IPv4

address.

In order to avoid bottlenecks in the addressing scheme, FleetNet uses IPv6 addresses to

identify the vehicles since the 128 bit address space in IPv6 provides sufficient capacity. A

mapping between the FleetNet ID and the IPv6 address of the vehicle is straightforward:

the FleetNet ID defines the lower 64 bits of the IPv6 address. From a conceptual point of

view, the FleetNet communication system appears as a single IPv6 subnet (with a globally
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defined IPv6 “FleetNet prefix” assigned by IANA (Internet Assigned Numbers Authority

[40]), which has to be integrated into the Internet. Within the VANET, IP-based applica-

tions communicate with each other using the FleetNet IPv6 addresses instead of the native

FleetNet IDs.

2.2 Internet Integration Requirements

The Internet integration of VANETs has to enable efficient communication between a vehicle

in the VANET and a host in the Internet. This task requires interoperability on the network

layer, i.e. with IP. However, the characteristics of a VANET differ in many aspects from

traditional IP-based networks such as LANs:

´ Wireless Links: Communication in the VANET is based on wireless radio transmission

with unpredictable and highly varying data rates, delays, and packet losses.

´ Mobility: Typically, vehicles travel at high speeds on a motorway. This way, both the

topology of the VANET and the point of attachment to the Internet change perma-

nently. Moreover, the number of neighboured vehicles may vary since vehicles or

groups of vehicles may join or leave the VANET.

´ Ad Hoc Networking: VANETs are based on multi-hop ad hoc networks, which are sub-

ject to permanent reconfigurations. Hence, the delay between communication peers

may vary heavily since it depends on the number of relaying vehicles.

´ Temporary Internet Connections: Since an area-wide coverage with IGWs is not expected,

the Internet connection will become temporarily unavailable if the vehicle cannot find

an IGW.

´ Large Networks: Vehicular ad hoc networks may become very large comprising poten-

tially hundreds of vehicles. Hence, scalability and efficiency becomes a crucial factor

for the Internet integration. Due to the potentially large number of vehicles, the vehi-

cles must be identified by IPv6 addresses.

´ Heterogeneity: Besides the inter-vehicle communication system, further communica-

tion networks might be available at the same time such as a GSM network or an IEEE

802.11 network at a gas station. These networks can also be used for Internet access.

Standard Internet protocols from the TCP/IP suite cannot be used for the Internet inte-

gration of a VANET: For example, IP requires a fixed network topology and does not sup-

port the discovery and handover of connections from one IGW to the next. Moreover, the
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TCP performance is rather moderate in mobile environments with temporary connections

and varying data transfer rates and delays [9]. This way, the integration of a VANET into

the Internet has to accomplish several challenges, which basically address requirements at

the network layer and the transport layer. These Internet integration requirements can be

classified into four basic parts:

1. Mobility support for the vehicles.

2. Consideration of vehicular characteristics

3. Transport layer aspects.

4. Scalability issues.

These four parts are the basis for a catalogue of requirements as summarised in figure

2.5. This catalogue is used for the evaluation of related work on Internet integration in

section 2.3. The four requirements are partitioned into more detailed requirements, which

are explained in the following sections.

Heterogeneity 

Seamless Mobility

Ad Hoc Networking

Vehicular Charac-
teristics

Efficiency

Applicability

Addressing

Architecture

Evaluation Requirements

Mobility Support Vehicular Aspects Transport Layer Scalability

Figure 2.5: Catalogue of Requirements for the Internet Integration

2.2.1 Mobility Support

Vehicles usually travel at high speeds on a motorway. As a result, the network topology is

highly dynamic and vehicles must be able to change their point of attachment to the Inter-

net dynamically and transparently. The mobility of vehicles consists of the following two

requirements: the support of heterogeneous communication environments and the provi-

sion of seamless mobility.
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In the VANET scenario, vehicles typically travel in heterogeneous communication envi-

ronments. The heterogeneity requirement reflects the ability to utilise different communica-

tion systems for the Internet access. This means that the mobility support has to be indepen-

dent of the communication system. The heterogeneity requirement is very important for the

adoption of further upcoming VANET communication technologies.

The seamless mobility support has to enable communication between vehicle and Internet

host. Data to and from the Internet must be always routed to the targeted vehicle, indepen-

dent of its current location and its mobility. The seamless mobility support is also known

as the “Mobile IP problem” [41]. It reflects the transparency of the vehicular mobility at the

network layer to the upper layer protocols in three ways:

´ Handover between Internet Gateways: Seamless mobility requires protocol mechanisms

to handover connections horizontally, i.e. from one IGW to another IGW within the

VANET.

´ Handover between Communication Systems: Besides horizontal handovers, the Internet

integration has to support vertical handovers, i.e. transparent handovers between dif-

ferent communication systems. An example is a handover of connections from the

VANET to, e.g., a wireless LAN based on IEEE 802.11.

´ Bi-directional Connection Establishment: Bi-directional connection establishment means

that both the vehicle and an Internet host should be able to initiate a connection setup.

This is an important feature in the VANET scenario, because it enables Internet hosts

to access vehicular services, e.g. for remote diagnostics.

2.2.2 Vehicular Aspects

The characteristics of a vehicular network differ from classical mobile or wireless networks

with respect to the mobility and the capabilities of mobile nodes. Hence, vehicular aspects

are important for the Internet integration of a VANET. In general, two evaluation parameters

can be derived: The support of multi-hop ad hoc communication and the consideration of

typical vehicular characteristics.

In the VANET scenario, vehicles are able to form multi-hop ad hoc networks for the local

exchange of data. In order to integrate VANETs into the Internet, the ad hoc networking

requirement has to support several features that are important for this particular type of

network:

´ Discovery of Internet Gateways: Vehicles should be able to identify available IGWs for

Internet access. The identification must be possible even via relaying vehicles using
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multi-hop communication. This problem is also known as the “service discovery prob-

lem” [42].

´ Selection of a suitable Internet Gateway: In modern vehicular communication scenarios,

it might be possible that several IGWs are available simultaneously. In this case, a

vehicle should be able to select the gateway that currently fits best to the requirements

of the applications.

´ Interaction with the Mobility Support: Since the mobility support (cf. section 2.2.1) inher-

ently depends on information about available and suitable IGWs, the ad hoc network-

ing requirement has to complement the mobility support requirement.

´ Independence of Ad Hoc Routing Protocols: The Internet integration approach should be

independent of the protocols used for ad hoc networking such as the routing protocol.

This property is important, because routing in the VANET scenario will likely be dif-

ferent compared to routing algorithms currently discussed. Examples algorithms are

DSR (Dynamic Source Routing [43]) or AODV (Ad hoc On-Demand Distance Vector

routing, RFC 3561 [44]), which route data according to an address topology of the ad

hoc network.

The second requirement is the consideration of typical vehicular characteristics. Examples

are the high mobility of vehicles and the resulting temporary unavailability of Internet ac-

cess, which must be taken into consideration. In contrast, classical challenges in computer-

based ad hoc networks might be of minor importance. For example, the consideration of

energy-aware protocols plays a subordinate role in the VANET scenario since power supply

in vehicles is not assumed to be as critical as with other mobile devices.

2.2.3 Transport Layer

IP-based applications use the transport layer protocols of the Internet to exchange data, i.e.

TCP and UDP. However, the communication characteristics of VANETs also have an impact

on the performance of these protocols. The transport layer issue basically addresses TCP, the

most important transport layer protocol used in the Internet. According to measurements

in 1998, 95 % of the Internet traffic was caused by TCP [45]. TCP is optimised for com-

munication in fixed networks. However, the conservative congestion control mechanisms

implemented in TCP interfere with the characteristics of mobile environments: temporary

and error-prone connections with varying data rates, delays and error rates result in a poor

performance although a higher throughput would be possible in theory [9]. For the trans-

port layer the following two requirements have to be addressed: communication efficiency

and applicability.
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The efficiency addresses the performance of the transport protocol deployed in the VANET

scenario in terms of data throughput and utilisation. This optimisation can be achieved

either by fine-tuning standardised TCP configuration parameters, by the development of

TCP extensions, or by developing a completely new transport protocol.

The second requirement is the applicability of the suggested transport layer solution. Since

most applications in the Internet use TCP, the Internet integration has to ensure the collabo-

ration of the transport protocol with standard TCP as well as the deployment of the transport

protocol in the VANET scenario. This collaboration also considers the functionality of the

transport protocol developed, which comprises the following requirements:

´ TCP Functionality: Many Internet-based applications rely on different features sup-

ported by TCP such as reliability. If these applications are deployed in the VANET

scenario, the transport layer of the VANET has to support a respective functionality

similar to TCP.

´ Socket-based Application Programming Interface: In order to alleviate the porting and de-

ployment of existing applications in the VANET scenario, the transport protocol has

to support a socket-based interface to the transport layer [46].

Proxy
(Access Point) Standard TCP‘Wireless’ TCP

Mobile Host Internet Host

Figure 2.6: Splitting of a TCP Connection in I-TCP [47]

A subordinate aspect is the maintenance of the end-to-end semantics. TCP provides an

end-to-end connection between communicating applications, which ensures that acknowl-

edged data was received by the communication peer. In order to deploy a new transport

protocol while maintaining interoperability with TCP, the transport layer connection must

be split up into two parts as illustrated in figure 2.6. Thereby, communication between the

proxy located on the access point and an Internet host is based on standard TCP, whereas the

proxy communicates with the mobile host using an optimised ‘wireless’ TCP. An example

protocol using the splitting technique is Indirect TCP (I-TCP [47]). However, the splitting

violates the end-to-end semantics of TCP, because an acknowledgement means that the data
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arrived at the proxy but not at the mobile node. Hence, a failure of the proxy may result in

an inconsistent view of the data transmitted.

Typically, TCP is considered to provide end-to-end semantics [48]. However, this is of

less importance in practice concerning reliability [49]. The PILC (Performance Implications

of Link Characteristics) working group of the Internet Engineering Task Force states that

performance enhancing proxies can be used to split end-to-end connections if they offer

significant advantages over an end-to-end solution [50]. Already the original TCP specifica-

tion in RFC 793 [51] states that “The TCP specification describes an interface to the higher

level protocols, which appears to be implementable even for the front-end case, as long as

a suitable host-to-front end protocol is implemented.” In case of maintained end-to-end se-

mantics, an acknowledgement for sent data means that the data arrived at the TCP instance

of the communicating peer, but not necessarily at the respective application. Even Saltzer

et al. stated in [48] that “end-to-end reliability can only be implemented by applications.”

This way, most TCP-based applications do not rely on TCP completely. Instead, they im-

plement the “session-like” functionality they need by themselves, or they use standardised

application protocols for this task, like in the following examples:

´ The WWW (World Wide Web) uses HTTP (Hypertext Transfer Protocol, RFC 2616

[52]);

´ Email is based on POP3 (Post Office Protocol, RFC 1939 [53]) or IMAP-4 (Internet Mes-

sage Access Protocol, RFC 3501 [54]);

However, the splitting of the end-to-end connection comes along with a loss of the end-

to-end communication model, which is one of the architectural principles of the Internet

[55]. This is harmful for security methods at the network layer (for example IPsec [56]) since

they implicitly assume an end-to-end connection to authenticate the communication peers

for secure communication. This aspect is discussed in the context of the design decisions for

a communication architecture, but it is not included in the catalogue of requirements since

security issues are beyond the scope of this thesis.

2.2.4 Scalability

Scalability is a crucial issue in the VANET scenario since the number of vehicles participat-

ing in the VANET potentially may be very high. The scalability requirement is necessary

for the addressing of the vehicles and the communication protocols used for the Internet

integration.

The addressing requirement has to ensure that each vehicle is identified uniquely with

an IP address. As stated in section 2.1.2, both global IPv4 addresses and address transla-
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tions cannot be used in the VANET scenario. Instead, vehicles have to be identified by IPv6

addresses.

Besides the addressing aspect, the solution developed for the Internet integration must be

scalable, too. This way, the architecture requirement evaluates the scalability of communica-

tion protocols used. This requirement also considers the scalability of potential bottlenecks

and single points of failure in the Internet integration solution. Therefore, it should be pos-

sible to dissolve such bottlenecks at reasonable costs.

2.2.5 Further Requirements

There are several further requirements to evaluate an Internet integration approach. The

following aspects are not considered further on, because they do not have an immediate

correlation with the original task of the Internet integration:

´ Quality of Service Issues: Many efforts were made to support quality of service in the

Internet. Examples are the Differentiated Services architecture [57] or the Integrated

Services architecture [58]. There was also considerable work on improving service

quality in ad hoc networks [59, 60, 61, 62, 63], which basically addresses routing and

medium access control mechanisms. However, a simple adoption of the Internet qual-

ity of service concepts and guarantees to VANETs is difficult since they rely on fixed

network topologies with static routing paths and reliable communication links.

´ Security Concerns: Security is an important aspect for communication networks. Al-

though the Internet community already specified a security architecture for IP (IPsec,

RFC 2401 [56]), secure communication is often provided at higher protocol layers in

the Internet. Examples are SSL (Secure Socket Layer [64]) and its successor TLS (Trans-

port Layer Security [65, 66]), which both are used for securing HTTP traffic. Moreover,

security also comprises protocols for authentication, authorisation and accounting of

users, which are performed on the application layer [67]. The consideration of security

concerns is beyond the scope of this thesis.

´ Support of Mobile Applications: There was also considerable work on supporting mo-

bile applications, e.g. by middleware-based approaches [68] or by peer-to-peer-based

vehicular communication platforms [69, 70] to hide the characteristics of mobile net-

works. This could be very useful to improve the development of mobile applications,

but it has only a minor correlation with the original task of the Internet integration.
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2.3 Related Work: Internet Integration Approaches

In the last few years, communication in vehicular environments gained importance in the

research community. Especially in the IST (Information Society Technologies) programs of

the European Union (EU) and by the German Federal Ministry of Education and Research

(BMBF) several projects were set up dealing with various aspects of communication in ve-

hicular scenarios. The following examples give an impression on the variety of research in

this area:

´ Chauffeur II [71] (1996 to 2002, funded by the EU): The overall goal of Chauffeur and its

successor Chauffeur II was to augment the utilisation of existing roads. Chauffeur II

therefore proposed a telematics-based vehicle control system to increase the density

of freight traffic in a safe manner. The project developed a radar system to link trucks

electronically. This system allows a leading truck to control following trucks in a dense

lane [72].

´ CarTALK 2000 [73] (2001 to 2004, funded by the EU): The EU project CarTALK 2000 aims

at the development of new driver assistance systems using inter-vehicle communica-

tion [10]. Inter-vehicle communication in CarTALK 2000 is based on self-organising ad

hoc radio network technology [74].

´ MoTiV (1996 to 2000, funded by the BMBF): One part of MoTiV was the project “Mo-

bility in Conurbations” [75], which aimed on increasing vehicular safety and mobility

by combining intermodal means of transportation. The successive research program

“Mobilität und Verkehr” (mobility and transportation) deals with intelligent trans-

portation, sustainable mobility, environmental protection, and increased safety on the

road using vehicle-to-vehicle communication [76].

´ INVENT [77] (2001 to 2005, funded by the BMBF): The INVENT project addresses var-

ious applications by combining traffic on the road, information, and communication

technologies. Exemplary applications are driver assistance systems using inter-vehicle

communication to warn vehicles about dangerous incidents or road conditions ahead

[78]. Moreover, this information will be used to develop traffic management systems

to dissolve – or even entirely prevent – congestions on the road [79, 80].

´ PATH [81] (since 1986, supported by the California Department of Transportation, USA):

PATH aims at two basic aspects: advanced transportation management and informa-

tion systems, and advanced vehicle control and safety systems. In order to distribute

traffic and sensor information, PATH uses Dedicated Short Range Communication
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(DSRC) technology to communicate with a computer, which can be either at the road-

side or within a vehicle.

These projects basically deal with vehicular applications for VANETs and the develop-

ment of the VANET technology itself. However, they do not consider the integration of

VANETs into the Internet. Besides these activities, there are important approaches dealing

with the Internet integration of vehicular networks: DRiVE/OverDRiVE, COMCAR, IPon-

Air, DriveBy InfoFueling, and CarNet. The following sections introduce these approaches2

and evaluate their Internet integration approaches by means of the catalogue of require-

ments described in the previous section. Therefore, the following evaluation scale is used

for the requirements:

‘−−’ requirement is not fulfilled

‘−’ major issues of the requirement are not fulfilled

‘o’ partial fulfilment of the requirement

‘+’ major issues of the requirement are fulfilled

‘++’ requirement is fulfilled

A question mark (‘?’) indicates that not enough information is available to evaluate the

respective requirement. Brackets denote an expected rating that was derived from the avail-

able information but could not be determined finally.

2.3.1 DRiVE/OverDRiVE

The DRiVE project (Dynamic Radio for IP Services in Vehicular Environments) [82, 83] and

its successor OverDRiVE [84] were funded in the IST program of the European Union from

1998 to 2002. The objective of DRiVE was to enable spectrum-efficient high-quality wireless

IP services for multimedia applications in a multi-radio vehicular network environment.

In order to achieve this objective, DRiVE intends the convergence of cellular and broad-

cast networks. The convergence is realised by optimising the inter-working of different

radio systems (GSM, GPRS, UMTS, DAB, and DVB-T) in a common dynamically allocated

frequency range. The OverDRiVE project extends DRiVE by providing mechanisms for

spectrum sharing between the communication systems using a dynamic allocation of the

2The FleetNet project (cf. section 2.1.1) is not discussed in this section. This is due to the fact that the FleetNet

scenario is used as a reference scenario and the Internet integration in FleetNet is based on the concepts proposed

in this thesis.
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spectrum according to the actual load of the network. Moreover, OverDRiVE aims at the

development of a vehicular router to provide multi-radio access to a moving intra-vehicular

network.

Internet Integration in DRiVE/OverDRiVE

Besides spectrum efficiency, (Over)DRiVE targets on IP services in vehicular environments.

DRiVE therefore implements a mobile infrastructure as illustrated in figure 2.7. This mobile

infrastructure is integrated into the IPv6-based DRiVE backbone network, which intercon-

nects the different access networks with the Internet. The access networks are connected to

the DRiVE backbone network via so-called DRiVE Interface Units. Within the DRiVE back-

bone network, a Multi-Radio Support Node is responsible for the routing of IP packets via

the “most suitable” access network to the vehicle. In order to determine the most suitable

access network, DRiVE takes into account the asymmetry of communication links, the posi-

tion of the vehicle, terminal decoding capacity, and user preferences in terms of delay and

quality requirements [85]. The DRiVE backbone network itself is connected to the Internet

via a border router.

The backbone network implements the mobile infrastructure of (Over)DRiVE. This func-

tionality is transparent to an Internet host, i.e. modifications of hosts or routers in the Inter-

net are not necessary. The DRiVE backbone network comprises the following functionality:

´ Mobility Management: (Over)DRiVE deploys Hierarchical Mobile IPv6 (HMIPv6) [86]

for the macro-mobility of the vehicles. For this purpose, the Home Agents of the vehi-

cles are located within the DRiVE backbone network. Micro-mobility is not supported

in the DRiVE network architecture since each access network is expected to handle its

own micro-mobility support.

´ Quality of Service (QoS): (Over)DRiVE also enables quality of service support by com-

bining Integrated Services [58] and Differentiated Services [57].

´ Authentication, Authorisation and Accounting (AAA): For the authentication, authorisa-

tion and accounting of services, DRiVE uses the Diameter protocol specified in [87].

´ Flow-based Host-controlled IP Forwarding: The vehicles are able to request different types

of traffic redirected via different access systems. This functionality is implemented as

an extension to HMIPv6, which controls the Multi-Radio Support Node (cf. figure 2.7)

to redirect the communication flow to the respective DRiVE Interface Unit [88].

´ Multicast Support: OverDRiVE additionally aims at the development of efficient mobile

multicast techniques for the vehicles in the DRiVE backbone network.
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Figure 2.7: (Over)DRiVE Network Architecture [85]
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Evaluation

Table 2.1 summarises the evaluation of the Internet integration in (Over)DRiVE in the con-

text of the catalogue of requirements. Basically, (Over)DRiVE handles the mobility of vehi-

cles sufficiently. It supports a variety of cellular communication systems, and further cellular

communication systems and networks can be integrated easily by adding new DRiVE In-

terface Units. But, (Over)DRiVE basically uses existing cellular communication systems as

access networks for the Internet. It does not provide a solution to integrate ad hoc networks,

resulting in a ‘+’ for the heterogeneity requirement. Due to the heterogeneity of the consid-

ered communication systems, (Over)DRiVE supports seamless mobility using HMIPv6 with

a fixed addressing scheme. Hence, it is possible to switch between the different communi-

cation systems transparently, which fulfils the ‘Seamless Mobility’ requirement.

Hetero-
geneity

Seamless
Mobility

Vehicular
Charact.

Ad Hoc
Network.

Efficien-
cy

Applica-
bility

Architec-
ture

Addres-
sing

(Over)DRiVE

Mobility Support Vehicular Aspect Transport Layer Scalability

+ + + –– – – – – + + + +

Project

Table 2.1: Evaluation of (Over)DRiVE

(Over)DRiVE cannot be used to integrate VANETs into the Internet, because it does not

provide any mechanisms for the mobility support of vehicles in ad hoc networks. Hence,

the ‘Ad Hoc Networking’ requirement is not fulfilled. Typical vehicular characteristics play

a minor role since the Internet integration approach is focused on the characteristics of avail-

able cellular communication systems and not on the vehicular environment itself. This way,

the protocol mechanisms deployed in the (Over)DRiVE backbone network are basically op-

timised for the access networks only, resulting in a ‘−’ for the ‘Vehicular Characteristics’

requirement.

(Over)DRiVE does not face any transport layer requirements. Although the impact of

handovers on the performance of different TCP implementations was simulated and ex-

amined [89], (Over)DRiVE relies on standard TCP for connection-oriented communication,

resulting in a ’−’ for the ‘Efficiency’ requirement. The ‘Applicability’ requirement is not ful-

filled since TCP enhancements and optimisations require modifications in both the vehicles

and all Internet hosts.

The overall scalability of (Over)DRiVE is maintained due to the IPv6-based addressing

of the vehicles, resulting in a ‘++’ for the addressing requirement. The communication ar-
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chitecture of (Over)DRiVE is also scalable, because potential bottlenecks in the architecture

– e.g. the Home Agent, the Multi-Radio Support Node or the AAA functionality – can be

designed in a scalable way within the DRiVE backbone network. Moreover, the use of Hi-

erarchical Mobile IPv6 supports micro-mobility to reduce signalling overhead. Hence, the

architecture requirement is fulfilled.

The fundamental problem of (Over)DRiVE is that it does not consider VANETs; the com-

munication architecture cannot be used to integrate vehicular ad hoc networks into the In-

ternet. Hence, (Over)DRiVE is not a suitable candidate for the Internet integration in the

VANET scenario.

2.3.2 COMCAR

The COMCAR project (Communication and Mobility by Cellular Advanced Radio) [90, 91,

92] was part of the UMTSplus project funded by the BMBF from 1999 to 2002. The objec-

tive was the design and implementation of a mobile communication network to provide

mobile, asymmetric, and interactive IP-based services in vehicles. Therefore, existing and

upcoming communication systems like GSM, GPRS, HSCSD, UMTS, DVB-T, and DAB were

optimised and integrated in a vehicular communication network. COMCAR basically deals

with communication aspects of the lower layers such as spectrum efficiency of the sup-

ported networks. It also provides flexible mechanisms for the quality of service support

in such heterogeneous communication environments. A mobile middleware supplemented

this quality of service support, which allows adaptive multimedia applications to react to

changes in the communication environment in a user-specific manner.

Internet Integration in COMCAR

The key idea in COMCAR is the support of vehicular applications using a communication

platform (CP) located within the vehicle as depicted in figure 2.8 [93]. The CP hides the

heterogeneous communication environment from the applications. This way, it controls

the communication of vehicular applications with the Internet. If an application wants to

establish a connection to a host in the Internet, it first has to register itself with the CP and

specifies its desired quality of service. The CP then decides which available communication

system is best suited to provide the requested quality of service and, if necessary, establishes

a link-layer connection to use this communication system. For example, in figure 2.8 the CP

decides to use GSM (marked by the arrows) and establishes a dial-up connection to the GSM

provider. In case of varying resource availability, the CP reallocates resources dynamically;

for example, it provides additional bandwidth using further communication systems. If the

requirements of an application cannot be fulfilled, the CP notifies the respective application.
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Figure 2.8: COMCAR Scenario [94]

This way, an application is able to adapt itself to the new communication characteristics

reactively.

In contrast to (Over)DRiVE described in section 2.3.1, the COMCAR network architecture

does not rely on an explicit backbone network infrastructure to redistribute the resources (cf.

figure 2.8). Instead, a “Service Dependent Router” (SDR) is responsible to redirect the traf-

fic flow [94]. The SDR is controlled by the CP, i.e. it receives the routing information from

the CP and adapts its routing table accordingly to send data over the requested commu-

nication system. For example, if the CP currently communicates using GSM and realises

the availability of an IEEE 802.11 hotspot, it will reconfigure the SDR dynamically to route

the data via the IEEE 802.11 network instead of the GSM network. COMCAR uses Mobile

IPv4 to handover connections seamlessly between different communication systems. The
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Home Agent of a vehicle is located outside the COMCAR network in the Internet and data

is always tunnelled using IP-in-IP encapsulation to the vehicle.

In case of a dynamical allocation of frequencies, the CP requires information about the

available communication systems. This information is transmitted via a specific signalling

channel to the vehicle, the “Common Coordination Channel” [93]. In order to support qual-

ity of service for IP, COMCAR relies on the Differentiated Services model [57]. Thereby, a

number of new COMCAR-specific services [95, 96] extend the differentiated services model

to support quality of service in wireless networks:

´ A Mobile Premium Service providing low-loss low-latency guarantees with a statistical

guarantee of handover success.

´ A Best-Effort Low-Delay Service that utilises free Mobile Premium Service resources in

terms of bandwidth and buffers. This service provides a low-delay service to applica-

tions, which can tolerate a certain packet loss rate [97].

Evaluation

The basic COMCAR scenario is similar to (Over)DRiVE; both rely on existing cellular com-

munication systems used as access networks for communication with the Internet. Hence,

the COMCAR approach has similar characteristics and, thus, similar evaluation results com-

pared to (Over)DRiVE. Differences between the two approaches exist in the network topol-

ogy. Whereas (Over)DRiVE implements its Internet integration functionality within a back-

bone network, COMCAR relies on the SDR for interconnecting the access networks with the

Internet. This way, (Over)DRiVE alleviates the integration of further functionality such as

IPv6 and multicast support for the vehicles, whereas COMCAR has to realise this function-

ality in the SDR as a part of the Internet.

Table 2.2 summarises the evaluation of the Internet integration in COMCAR. Like the

(Over)DRiVE approach, COMCAR supports a variety of communication systems for the

Internet access. COMCAR also considers the basic characteristics of these communication

systems by implementing the Common Coordination Channel. However, it complicates

the integration of a VANET since the current communication characteristics cannot be de-

termined in advance, resulting in a ‘+’ for the ‘Heterogeneity’ requirement. The use of

Mobile IP enables the seamless mobility of the vehicles. However, COMCAR does not ad-

dress micro-mobility aspects. The respective functionality has to be implemented within

the Internet, which requires modifications of the Internet infrastructure. Hence, the seam-

less mobility requirement is also evaluated with ‘+’.

Vehicular aspects are addressed insufficiently in COMCAR. Since the underlying scenario

uses existing cellular communication technologies for Internet access, it cannot deal with ad
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Table 2.2: Evaluation of COMCAR

hoc networking aspects; COMCAR supports neither the mobility of ad hoc networks nor the

identification of gateways to the Internet within the ad hoc networks. Similarly, typical ve-

hicular communication characteristics are of minor importance in COMCAR. The considera-

tion of vehicular characteristics is confined to a middleware that supports vehicular-centred

applications. However, this middleware basically addresses the capabilities of cellular net-

works and not the vehicular environment, resulting in a ‘o’ for the ‘Vehicular Characteristics’

requirement.

COMCAR does not address transport layer requirements; it uses standard TCP for com-

munication between the vehicle and the Internet host. Although this characteristic main-

tains the end-to-end semantics of TCP, the communication efficiency is expected to be poor

in a real world deployment since the conservative congestion control mechanisms of TCP

are confronted with the characteristics of the access networks. Hence, the ‘Efficiency’ re-

quirement is not fulfilled. Like in (Over)DRiVE, the deployment of TCP enhancements or

new transport layer protocols to improve communication performance would require mod-

ifications of the hosts connected to the Internet. Hence, the applicability requirement is also

evaluated with ‘−−’.

COMCAR uses IPv4 to address the vehicles, which is not a scalable addressing solution

for being deployed in large-scale vehicular environments (cf. section 2.1.2). Furthermore,

the COMCAR communication architecture was not designed with respect to scalability. The

introduction of the SDR can be seen as a critical component, because it is the immediate

transition point between the Internet and the supported cellular communication systems.

Hence, the SDR is both a single point of failure and a bottleneck, and a scalable design of

this component is difficult.

Due to the similarities with (Over)DRiVE, COMCAR shares the same fundamental prob-

lem that it cannot be used to integrate VANETs into the Internet. With the unaccomplished

transport layer requirements and the lack of scalability, the COMCAR approach appears as

completely unsuitable for the Internet integration in the VANET scenario.
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2.3.3 IPonAir

The BMBF project IPonAir started in October 2001 [98, 99] and is not finished yet. It targets

on heterogeneous ad hoc networking scenarios with “typical” mobile devices like laptops,

personal digital assistants (PDAs), and cellular phones. In such environments, mobile de-

vices may support several radio technologies, which can be used for communication be-

tween the devices and to access the Internet. The goal is to integrate the different wireless

and wired network technologies into an all-IP overlay network. Besides the wireless access

to the Internet, IPonAir provides new services such as direct multimedia communication

between mobile systems or interactive information services.

Although IPonAir is not focused on vehicular environments, it addresses many aspects

of the Internet integration of ad hoc networks. This reason makes IPonAir very interesting

for a further examination.

Internet Integration in IPonAir

In the IPonAir scenario, mobile devices are embedded into a highly heterogeneous commu-

nication environment. On the one hand, they can use different IP-based radio access net-

works (e.g., GSM, GPRS and UMTS) to access services in the Internet. On the other hand,

mobile devices also are able to communicate locally with other mobile devices in an ad hoc

fashion using, for example, Bluetooth or HiperLAN/2. IPonAir combines both networking

scenarios to a hierarchical cellular multi-hop network [100] as exemplified in figure 2.9. In

such an overlay network, a mobile node is able to access the Internet from within the multi-

hop ad hoc network using mobile nodes with a connection to the Internet. In the example

shown in figure 2.9, the network enables laptop L1 to access the Internet via the relaying

PDAs P1 and P2 to a remote wireless LAN base station. Alternatively, L1 can connect to the

Internet via multi-hop communication to a GPRS-enabled cellular phone C1.

Within the ad hoc network, mobile devices must be able to configure their IPv6 addresses

dynamically. This task is handled by a novel stateless address auto-configuration protocol

[102, 103]. This protocol enables a dynamic address configuration of mobile devices in large-

scale ad hoc networks. Besides the addressing issues, the discovery of available services

is another important topic in IPonAir. This task is achieved by a service-aware discovery

protocol using an anycast communication paradigm combined with mechanisms of service

information acquirement [104]. The service discovery protocol is useful, for example, to

identify gateways to the Internet or to select “best-suited” servers in the ad hoc networks

automatically.

The Internet integration in IPonAir integrates these heterogeneous networks into an over-

lay communication architecture. IPonAir therefore addresses the following issues:
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Figure 2.9: IPonAir Scenario [101]

´ Multi-Radio Resource Management: Since existing radio networks operate in different

frequency bands, the available resources must be managed appropriately for a high

utilisation. This management allows, e.g., the deployment of advanced technologies

for dynamic spectrum allocation [105].

´ Wireless Routing: IPonAir also addresses routing aspects to provide efficient communi-

cation in heterogeneous environments [101]. Therefore, the quality of service support

of the respective ad hoc radio technology is used to improve the efficiency of the rout-

ing protocol [106].

´ Hierarchical Cellular Multi-Hop Networking: IPonAir integrates different wireless and

wired networks. It addresses the interoperability between cellular and ad hoc com-

munications [100, 101] as well as the deployment of Mobile IPv6 for the handover

of connections between different communication networks [107]. The integration is

enhanced by a mechanism to choose the “best” connection using a hierarchical multi-

access management. This decision process considers the communication requirements

in terms of quality of service, costs, availability, mobility, and user profiles.
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In order to provide efficient communications within the ad hoc network, IPonAir aims at

the development of a new transport protocol for ad hoc networking. This protocol should

be able to balance the traffic load within the ad hoc networks in order to avoid congestion.

However, details and publications about the transport protocol were not available at the

time being.

Evaluation

Although IPonAir considers the concept of connecting ad hoc networks to the Internet via

gateways, there are two fundamental differences to the VANET scenario:

´ The degree of mobility is different. Since IPonAir targets on mobile devices, the mo-

bility of the network will be rather low compared to a vehicular environment with

vehicles travelling at high speeds.

´ The characteristics of the end systems are very different. In contrast to vehicles, mo-

bile devices have limited resources such as power supply, processing capabilities or

memory.

These differences are considered in the design of communication protocols for the Inter-

net integration in IPonAir. For example, the routing protocol developed for IPonAir has

to find a balance between throughput and energy consumption, which is not necessary for

vehicles with a continuous power supply.

IPonAir is an ongoing project. Hence, an evaluation of some requirements is not possible

since the required information is not yet published. Table 2.3 summarises the evaluation of

the Internet integration approach in IPonAir. IPonAir supports a variety of communication

systems including current communication technologies for ad hoc networking. However,

the resource management entails a high dependency with the supported communication

systems. This aggravates the integration of a VANET technology, because additional con-

trol interfaces and adaptations are necessary. Hence, the ‘Heterogeneity’ requirement is not

fulfilled completely and evaluated with ‘+’. In order to switch between the available com-

munication networks, IPonAir uses a modified Mobile IPv6 [107] that fulfils the ‘Seamless

Mobility’ requirement.

Ad hoc networks play an important role for communication in IPonAir. Although first

publications address the wireless routing aspect in IPonAir [101, 106], they do not evalu-

ate the integration of ad hoc networks into the Internet. Similarly, information about the

context-aware service discovery of gateways is currently not available. Hence, a final eval-

uation of the ad hoc networking criterion is not possible at the time being, and the ad hoc

networking requirement is expected to be ‘+’. Vehicular characteristics are not fulfilled in
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Table 2.3: Evaluation of IPonAir

IPonAir, because the scenario focuses on mobile devices instead of vehicles. Thus, the ad

hoc routing protocol in IPonAir neither utilises location information to optimise the routing

nor considers the high dynamic and reconfiguration rate of VANETs.

One objective of IPonAir is to develop an optimised transport layer protocol for commu-

nication between mobile devices within the ad hoc network. However, publications about

the transport layer in IPonAir are not available at present. Hence, both transport layer re-

quirements cannot be evaluated.

In order to address mobile devices in a scalable way, IPonAir consequently builds on

IPv6 technology using Mobile IPv6. Thus, the ‘Addressing’ requirement is fulfilled. The

scalability of the communication architecture in IPonAir is difficult to evaluate. It is expected

that the architecture does not scale with the number of mobile devices and gateways for the

following reasons:

´ The address configuration of each mobile device uses a stateless address auto config-

uration protocol, which scales with the number of participating mobile devices. How-

ever, this approach could be harmful in highly mobile vehicular communication en-

vironments. The IPv6 addresses of the vehicles must be reconfigured permanently in

order to maintain a hierarchical address structure in the VANET.

´ The anycast-based discovery protocol for finding the gateways was not evaluated yet

with respect to a deployment in large-scale environments. However, both anycast and

multicast show scalability problems in mobile ad hoc networks [108, 109, 110].

Hence, the ‘Architecture’ requirement is expected to be not fulfilled. This is also the

fundamental drawback for deploying IPonAir in vehicular environments. Since IPonAir

does not consider vehicular characteristics and the transport layer protocol will be optimised

for mobile devices, the solution is inappropriate for the Internet integration of VANETs.

2.3.4 DriveBy InfoFueling

DriveBy InfoFueling is an ongoing research project from DaimlerChrysler Research and

Technology North America [111]. The goal is to complement existing cellular communi-
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cation systems, for example a CDMA-based wide area network, with high bandwidth and

cost effective communication technologies for vehicular usage. DriveBy InfoFueling follows

the “sometimes, somewhere” communication model. The key idea is to create an infrastruc-

ture of wireless LAN access points at strategic points along the roadside such as gas stations

or convenient stores. This way, it is possible to transmit high volumes of data within the

several seconds it takes for a vehicle to drive through the coverage area of an access point.

According to [112], DriveBy InfoFueling enables many new applications not feasible with

today’s wide area communication networks. For example, it supports access to up-to-date

navigation data for the current location as well as to provide information on nearby points of

interest. DriveBy InfoFueling also enables the integration of office applications and personal

information managers in the vehicles, e.g. to synchronise email, calendar, and the contact

database in the office with the intra-vehicle telematics platform. Another important appli-

cation is the download of rich media content. This way, passengers are able to purchase a

legal copy of a song currently played in the radio and to download it into the vehicle.

Internet Integration in DriveBy InfoFueling

Besides the Internet access provided by existing wide area networks, regional or metropoli-

tan area networks, vehicles are able to communicate with the Internet using a DriveBy In-

foFueling network infrastructure. This network infrastructure is based on high speed IEEE

802.11a R/A3 technology for dedicated short-range communication (DSRC) [113]. The in-

terconnection with the Internet is achieved by so-called “DriveBy InfoFueling stations”.

Figure 2.10 depicts a typical DriveBy InfoFueling scenario where a vehicle may use vari-

ous network technologies for Internet access. DriveBy InfoFueling stations provide high

speed data access in geographically restricted areas only. This way, it is possible to transmit

multiple megabytes of data during a drive-by at vehicular speeds of 100 km/h and above.

Measurements with a first prototype using common IEEE 802.11b equipment approved the

usefulness of DriveBy InfoFueling in a scenario with one vehicle [114].

The DriveBy InfoFueling scenario is similar to a wireless LAN scenario, in which DriveBy

InfoFueling base stations connect vehicles wirelessly to an IP-based infrastructure. Access

to the Internet is, thus, straightforward, as it works in the same way like a wireless LAN.

In order to improve communication efficiency, DriveBy InfoFueling supports the following

features for the Internet integration:

´ Wireless Service Availability Prediction: DriveBy InfoFueling utilises the current position

of a vehicle, its navigation software, digital maps, and traffic information to predict

3IEEE 802.11a R/A (road access) is based on the IEEE 802.11a standard, which is modified to operate at the

5.850 GHz to 5.925 GHz Intelligent Transportation System band in the USA.
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Figure 2.10: DriveBy InfoFueling Scenario [111]

when the vehicle will have access to a wireless service. This prediction comprises

DriveBy InfoFueling stations as well as the coverage of the supported cellular com-

munication systems.

´ Route-Dependent Communication Management: Based on the wireless service availability

prediction, DriveBy InfoFueling enables a route-dependent communication manage-

ment. This means that applications can be managed to use the respective wireless

technology at any time for a given route segment and for the specified application re-

quirements. The communication management can be optimised for various goals such

as minimising costs or required bandwidth.

´ Vehicular Alter Ego (VAE): The VAE is an application proxy that arranges for the con-

tent retrieval in the Internet on behalf of a vehicle. This way, the VAE sustains com-

munication with Internet hosts if vehicles are not continuously connected to DriveBy

InfoFueling stations. This feature enables the implementation of mobile e-commerce

applications such as financial transactions.

Although DriveBy InfoFueling supports a communication management, it does not pro-

pose a mechanism to switch between different wireless communication systems.
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Evaluation

Table 2.4 summarises the overall evaluation of the Internet integration approach in DriveBy

InfoFueling. The basic concept of DriveBy InfoFueling relies on the installation of a wire-

less LAN infrastructure for the “sometimes, somewhere” Internet access. Unfortunately,

[111, 112] only give a brief overview about the project; both papers do not provide details

about the Internet integration. This way, the mobility support requirements cannot be evalu-

ated. The heterogeneity requirement is expected to be fulfilled partially (in accordance with

(Over)DRiVE and COMCAR), because the DriveBy InfoFueling scenario comprises wide

area networks, regional area networks, and metropolitan area networks besides the wireless

LAN infrastructure. Details about the mobility support are not available. Hence, the ‘Seam-

less Mobility’ requirement cannot be evaluated since it cannot be determined whether the

integration of VANETs is possible or not.
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Table 2.4: Evaluation of DriveBy InfoFueling

The DriveBy InfoFueling concept relies on the characteristics of typical infrastructure-

based networks such as the (physical) detection of base stations by link layer beacons and a

link layer mobility scheme using base station handovers. DriveBy InfoFueling does not sup-

port multi-hop ad hoc communication between vehicles. This way, the ad hoc networking

requirement is not fulfilled. However, DriveBy InfoFueling takes into account the char-

acteristics and capabilities of vehicular environments. The most remarkable feature is the

consideration of a vehicle’s current position in combination with the navigation unit and

traffic information to predict the availability of services. This is a very interesting feature

to improve the communication efficiency in highly mobile environments, e.g. to minimise

handover latencies. Hence, the vehicular characteristics requirement is fulfilled in DriveBy

InfoFueling.

Another important feature is the VAE that introduces a session management for commu-

nication with the vehicle. A vehicle immediately communicates with the VAE, which itself

acts in the Internet on behalf of the vehicle. DriveBy InfoFueling relies on standard TCP

and does not address any optimisations. Hence, the ‘Efficiency’ requirement is not fulfilled.
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Although not addressed in the DriveBy InfoFueling project, the VAE can be used to incor-

porate optimisations on the transport layer: A vehicle uses the VAE as a proxy and, thus, as

a communication endpoint, which alleviates the deployment of TCP optimisations between

the VAE and the vehicles. However, the VAE is only used as a proxy for the applications

it supports. Hence, each new vehicular application requires an enhancement of the VAE

functionality resulting in an average rating of the ‘Applicability’ requirement.

DriveBy InfoFueling uses IPv4 to address the vehicles, which is not suitable for vehicular

environments. With the available information, it was not possible to determine whether an

integration of IPv6 into the DriveBy InfoFueling architecture is possible or not. Hence, the

addressing requirement is not expected to be fulfilled. The scalability of the architecture it-

self cannot be determined. In general, the architecture is expected to scale with the number

of communicating vehicles if it is possible to set up a scalable IEEE 802.11-based DriveBy In-

foFueling network infrastructure. As information about the mobility support and the route-

dependent communication management is not available yet, the protocols being deployed

cannot be evaluated with respect to scalability.

The Internet integration approach in DriveBy InfoFueling cannot be used for the inte-

gration of VANETs. It neither supports multi-hop ad hoc networks nor does it provide the

requested scalability. Hence, DriveBy InfoFueling is not a suitable approach for the Internet

integration in the VANET scenario.

2.3.5 CarNet

CarNet is a testbed for the evaluation of communication protocols for ad hoc networks

[115]. It supports IP connectivity as well as vehicular applications such as cooperative high-

way congestion monitoring, fleet tracking, discovery of nearby points of interest, location-

directed multicast, over-the-horizon radar detection, and inter-vehicle chat. The objective

of CarNet is to deploy a large-scale ad hoc network. Hence, an important design issue was

the scalability without requiring a fixed network infrastructure to route messages between

vehicles. The key idea of CarNet is to locate radio nodes in vehicles that communicate with

each other using a geographic forwarding algorithm called “Grid”. Grid is based on a scal-

able distributed location service to route packets to the targeted vehicle without flooding

the network. This geographic forwarding works as follows: If a Grid node wants to send

IP packets to another Grid node, it queries a location service for the position of the destina-

tion instead of using the Address Resolution Protocol (ARP, RFC 1042 [116]). The location

service is distributed over all the vehicles in order to ensure its availability and robustness

[117]. After receiving the position of the destination, the IP packets are forwarded to this

geographical position using the Greedy Perimeter Stateless Routing (GPSR) protocol [118].
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Internet Integration in CarNet

The underlying communication scenario in CarNet is very similar to the VANET scenario

described in section 2.1. Hence, CarNet has to face similar challenges for the Internet inte-

gration. The vehicles on the road form one IPv4 subnet. This subnet is interconnected with

the Internet using fixed Grid-to-Internet gateways. Figure 2.11 exemplifies this scenario.

Similar to the configuration of an Internet host, each vehicle has an IP address from within

the subnet, a subnet mask (equal for all vehicles), and a default gateway. A basic feature of

CarNet is that all Grid-to-Internet gateways participate in the Grid protocol using the same

(unicast) IPv4 address. As a result, the default gateway configured for each vehicle is this

pre-specified IPv4 address.

Grid-to-Internet
Gateways

Internet
CN

Vehicular Ad
Hoc Network

G2 G3
G1

V

CN: Correspondent Node

Figure 2.11: Exemplary CarNet Scenario

The Internet access from the vehicles is similar to communication with the Internet in a

local area network. If vehicle V in figure 2.11 transmits an IP packet to the Internet host CN,

the IP packet is delivered to the pre-defined default gateway. Instead of using ARP, Grid
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queries the location service for the position of the default gateway. The location query will

find the Grid-to-Internet gateway nearest to the vehicle, which is gateway G2 in figure 2.11.

Finally, the IP packet is routed to the position of this Grid-to-Internet gateway, which itself

forwards the IP packet to the correspondent node CN in the Internet.

Vice versa, the IP packets from the CN to the vehicle are routed to the IP address of the

pre-defined default gateway. Traditional Internet routing protocols such as BGP (Border

Gateway Protocol, RFC 1771 [119]) or OSPF (Open Shortest Path First, RFC 2328 [120]) typi-

cally route the IP packets to the Grid-to-Internet gateway that is closest to the Internet host.

This gateway then has to forward the IP packets to the Grid-to-Internet gateway that is cur-

rently closest to the vehicle. CarNet therefore deploys a protocol similar to the inter-mobile

support station forwarding in the Columbia Mobile*IP system [121]. Columbia Mobile*IP

relies on a centralised instance to manage the current positions of all vehicles and their clos-

est Grid-to-Internet gateway.

Evaluation

The evaluation of the Internet integration in CarNet is summarised in table 2.5. The commu-

nication infrastructure of CarNet is of very elementary nature: The vehicles communicate

with each other using the ad hoc mode of IEEE 802.11. Hence, CarNet does not fulfil the

‘Heterogeneity’ requirement, because the concept does not incorporate further communica-

tion technologies. For the same reason, the seamless mobility requirement is not fulfilled,

which implicitly presumes such a heterogeneous environment. However, the Columbia Mo-

bile*IP used in CarNet could be extended accordingly to provide seamless mobility if the

scenario supports heterogeneity. Hence, the ‘Seamless Mobility’ requirement is expected to

have an average rating.
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Table 2.5: Evaluation of DriveBy CarNet

Vehicular aspects are very important in CarNet. The Grid routing protocols uses the

current positions of the vehicles to forward the data towards the destination. Moreover,

Grid inherently forwards data to the closest Grid-to-Internet gateway, which is very efficient
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in vehicular environments [31]. Hence, CarNet fulfils both vehicular requirements, the ad

hoc networking and the vehicular characteristics.

CarNet does not address any transport layer issues. The end-to-end communication is

based on standard TCP without any modifications, i.e. it does not improve the communica-

tion efficiency of TCP. Hence, the ‘Efficiency’ requirement is not fulfilled. Also, the deploy-

ment of TCP extensions to improve efficiency is practically impossible in CarNet, because

it requires modifications on both the communication platforms in the vehicles and on the

hosts connected to the Internet. This way, the ‘Applicability’ requirement is not fulfilled,

too.

Finally, CarNet is not scalable in both concerns, the addressing scheme deployed and the

architecture itself. The IP-based addressing does not scale, because the number of participat-

ing vehicles is restricted to one IPv4 subnet. Only minor issues of the architecture require-

ment are fulfilled: Although the Grid routing protocol is highly scalable and efficient, the

Columbia Mobile*IP also could be a bottleneck in a large-scale environment due to its cen-

tralised management of the current vehicular positions. Moreover, CarNet requires a close

cooperation of the involved Grid-to-Internet gateway operators, which is hard to achieve in

a commercial deployment scenario. Hence, the architecture requirement is evaluated with a

‘−’.

Although CarNet is focused on ad hoc communication in vehicular environments, its In-

ternet integration approach neither provides the required scalability nor fulfils the transport

layer requirements. Hence, the CarNet approach is unsuitable for the VANET scenario.

2.4 Summary

The communication characteristics in VANETs are fundamentally different compared to typ-

ical mobile computing scenarios. VANETs are based on multi-hop ad hoc networks estab-

lished between the communicating vehicles on the road. Due to the mobility of the vehicles,

these ad hoc networks are highly dynamic, i.e. their topology changes permanently. These

characteristics are reflected in the FleetNet communication system, which serves as a refer-

ence for the VANET used in this thesis. The Internet integration of such a VANET is more

complex than just interconnecting the vehicular network via a gateway with the Internet. Be-

sides the handling of the vehicles’ mobility, the Internet integration has to deal with wireless

transmission characteristics, temporary Internet connections, scalability, and heterogeneous

communication environments. Hence, the Internet integration requires a communication

architecture in order to provide efficient communications between vehicles and the Internet.

This communication architecture has to comprehend several protocol aspects on both the

network layer and the transport layer.
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Table 2.6: Summary Evaluation for Internet Integration

There are a number of projects dealing with communication in vehicular environments.

Table 2.6 summarises these projects and the evaluation of their Internet integration ap-

proach. The evaluation is based on a catalogue of requirements reflecting the challenges

of the Internet integration: mobility support for the vehicles, consideration of vehicular

characteristics, transport layer requirements, and scalability issues. A general result is that

none of the existing approaches fulfils the requirements sufficiently. Most of these projects,

namely DRiVE/OverDRiVE, COMCAR, and DriveBy InfoFueling, are focused on the radio

technology of cellular access networks and their usage for vehicle-to-Internet communica-

tion. Only two projects, IPonAir and CarNet, deal with the integration of ad hoc networks

into the Internet. However, the protocols used in IPonAir are not designed for vehicular

environments, and CarNet does not provide the required scalability for being deployed in

large-scale. Another interesting observation is that – apart from IPonAir – none of these

approaches address transport layer requirements.

The basic weakness of all projects is that they do not provide a flexible solution for the

Internet integration of a VANET. Such a solution requires a respective communication archi-

tecture in order to address mobility, vehicular characteristics, transport layer efficiency, and

scalability. The following chapters introduce such an Internet integration communication

architecture providing a solution for these requirements.





Chapter 3

MOCCA – An Architecture for

Internet Integration

A fundamental characteristic of the VANET scenario is that the vehicles are organised in

multi-hop ad hoc networks to exchange data locally. In this scenario, Internet Gateways

couple the VANET with the Internet. The basic task of the Internet integration is to pro-

vide communication protocols to “inter-connect” the VANET seamlessly with the Internet,

i.e. that the VANET becomes a transparent extension of the Internet. The previous section

showed that existing related work does not fulfil the Internet integration requirements and

motivated the need for a communication architecture. This chapter introduces MOCCA, a

MObile CommuniCation Architecture for the Internet integration of VANETs. MOCCA is

a novel integrated approach based on a specific performance enhancing proxy concept. In

general, MOCCA is not restricted to vehicular environments; the communication architec-

ture can be used to integrate various types of ad hoc networks into the Internet. However,

the protocols used in MOCCA are designed and developed with respect to the typical char-

acteristics of vehicular networks, i.e. they deal with mobility support, vehicular aspects,

transport layer issues and scalability.

This chapter gives a general overview of MOCCA. Section 3.1 proposes the basic MOCCA

communication architecture. The communication protocols deployed in MOCCA are intro-

duced in section 3.2 covering interoperability, mobility support, and the transport layer. Sec-

tion 3.3 describes the communication within the vehicles, which comprises the interworking

with communication systems that might be available in heterogeneous environments and

the support of mobile devices within the vehicles. A possible alternative approach of such

a communication architecture is discussed in section 3.4. Finally, section 3.5 concludes this

chapter with a summary.
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Figure 3.1: Basic VANET Scenario

3.1 MOCCA Communication Architecture

The basic VANET scenario is illustrated in figure 3.1. If a vehicle V sends data to a corre-

spondent node (CN) in the Internet, intermediate vehicles in the VANET forward the data to

an appropriate Internet Gateway (IGW). From the IGW, the data is routed through the Inter-

net to the targeted CN, as described in section 2.1. In this scenario, the Internet integration

has to meet the following four requirements (cf. section 2.2):

1. Mobility support for the vehicles.

2. Consideration of vehicular aspects such as ad hoc networking.

3. Transport layer efficiency.

4. Scalability.

MOCCA is a mobile communication architecture for the Internet integration of VANETs.

This communication architecture combines various protocols in an integrated way: On the

one hand, the protocols are optimised for being deployed in a vehicular environment. On

the other hand, they closely interact with each other and their functionality is highly geared

for being syntonised to the VANET scenario.

3.1.1 Basic Principles of MOCCA

The key principle of MOCCA is the combination of a proxy-based communication architec-

ture with a mobility management in order to meet the challenges of the Internet integration.

Figure 3.2 illustrates the basic concept of MOCCA from a topological point of view. A cen-

tral element in this architecture is the MoccaProxy, which is located in the Internet, e.g. in the

domain of an Internet Service Provider (ISP). Its basic task is to handle the differences of the
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protocols in the vehicular environment and the Internet. This way, the MoccaProxy brings

together the higher communication layers of the VANET and the Internet, i.e. the network

layer and the transport layer in the ISO/OSI communication model [122]. This property

implies that the communication flow between vehicular network and Internet always has to

pass the MoccaProxy as illustrated in figure 3.2. From the Internet point of view, the Moc-

caProxy can be seen as a transition point to the vehicular network that opens up the VANET

for the Internet.

Internet
Gateways

Internet

CN

VANET

ISP
Domain

MoccaProxy

CN: Correspondent Node ▫ ISP: Internet Service Provider
VANET: Vehicular Ad Hoc Network

Figure 3.2: MOCCA’s Proxy-Based Communication Architecture

The proxy functionality of the MoccaProxy also includes a transparent termination of TCP

connections between vehicles and CNs. This way, the MoccaProxy acts as a representative

for both the Internet and the VANET: For the vehicles, the MoccaProxy represents the CN in

the Internet, and vice versa the MoccaProxy represents the vehicles for the CNs. Therefore,

the MoccaProxy splits up the end-to-end transport layer connection into two segments as

illustrated in figure 3.3:

1. Communication in the Internet, i.e. between Internet host and MoccaProxy.

2. Communication in the VANET cloud, i.e. between vehicles and MoccaProxy.
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Figure 3.3: Logical View on MOCCA

The VANET cloud comprises the segment between a vehicle and the MoccaProxy, i.e.

it comprises the VANET and the IGW network. The IGW network represents a “virtual”

network that connects the IGWs to the Internet. It may represent a dedicated ATM (Asyn-

chronous Transfer Mode) network, the IGWs could be connected to an ISP via xDSL tech-

nology, or the IGW network may represent the Internet. Thereby, the ISP that hosts the IGW

network (and, thus, the IGWs itself) need not necessarily be the same ISP that hosts the

MoccaProxy.

According to RFC 3135 [50], the MoccaProxy is a ‘Split Connection PEP’ (Performance En-

hancing Proxy) providing transport layer transparency. The splitting of the transport layer

connection comes along with the loss of the end-to-end semantics (see section 2.2.3 for a

detailed discussion). This property is still in accordance with RFC 3135 because Split Con-

nection PEPs can be used if they offer significant advantages over an end-to-end solution.

A significant advantage in MOCCA is that the splitting allows the deployment of a highly

optimised transport protocol in the VANET cloud which is detailed in section 3.2.3. Due to

the different communication characteristics in VANETs and the Internet, Split Connection

PEPs even promise an additional performance enhancement compared to common trans-

port layer PEPs like Mobile TCP (M-TCP [123]), which maintain the end-to-end semantics.

A very basic difference between MOCCA and existing Split Connection PEPs is the location

of the PEP: Existing approaches like Indirect TCP (I-TCP [47]) and Mobile TCP locate the

proxy functionality very close to the mobile node, which would be the IGWs in the VANET

scenario. In contrast, MOCCA deploys the proxy functionality at a fixed point in the In-

ternet, i.e. within the domain of an ISP. This feature has several advantages in the VANET

scenario as shown in section 3.4.
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The MoccaProxy always should be seen as a virtual entity. In order to avoid bottlenecks

and single points of failure, the MoccaProxy may represent a cluster of MoccaProxies. More-

over, there can be several MoccaProxies acting as transition points between the VANET

cloud and the Internet. They may be hosted, e.g., by the ISPs of different car vendors or

OEM suppliers. This way, the use of several MoccaProxies and proxy clusters maintains the

scalability of the architecture and avoids bottlenecks. The further description of MOCCA as-

sumes one such “virtual” MoccaProxy for a better clarification of the concepts. Without the

loss of generality, it can be always substituted by a proxy cluster or several MoccaProxies.

3.1.2 Addressing of Vehicles

In order to scale with the number of communicating vehicles, MOCCA supports an IPv6-

based addressing scheme in the VANET (cf. section 2.1.2). Every vehicle has a global IPv6

address from a reserved address space, i.e. each IPv6 address of this space uniquely iden-

tifies a vehicle. The IPv6 address will be assigned statically to each vehicle, e.g. by a pre-

configuration of the communication hardware shipped with the vehicles. Hence, all vehicles

share one common IPv6 prefix and, thus, represent one large IPv6 subnet. Like in typical ad

hoc networking scenarios, there is no hierarchical relationship between the IPv6 addresses

of the vehicles within the VANET although each vehicle acts as both an end system and a

router. This characteristic results from the following properties:

´ Due to the mobility of the vehicles, the topology of the ad hoc network changes per-

manently. Since the global IPv6 address of a vehicle is static, the address structure

within the VANET is subject of a permanent reconfiguration and address hierarchies

cannot be established.

´ VANETs rely on a location-based forwarding algorithm to route data between vehicles,

i.e. the forwarding is based on geographical coordinates instead of IPv6 addresses

(cf. section 2.1.1). Hence, the routing protocol itself does not consider any address

hierarchies in order to deliver the data to the targeted vehicle or IGW.

As a result, the VANET cloud appears as one common IPv6 subnet (with a global IPv6

address prefix) with one logical access router, the MoccaProxy. If there is more than one

MoccaProxy, each vehicle is represented in the Internet by exactly one MoccaProxy. Each

MoccaProxy has the same global IPv6 prefix, so the VANET cloud still appears as one IPv6

subnet. However, each MoccaProxy forms its own logical IPv6 subnet within the VANET

cloud. Figure 3.4 gives an example with two MoccaProxies. In this example, the VANET

cloud is identified by the global IPv6 prefix 001A:BBBB:CC::/40. This subnet is logically

partitioned into two subnets:
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Figure 3.4: Address with Multiple MoccaProxies

1. MoccaProxy MP1 with the IPv6 prefix 001A:BBBB:CC11:1111::/64 comprising vehicles

V1 and V3,

2. MoccaProxy MP2 with the IPv6 prefix 001A:BBBB:CC11:1112::/64 comprising vehicle

V2.

This logical hierarchy ensures that IP packets from the Internet are always routed to the

correct MoccaProxy representing the respective vehicle. Within the VANET, this logical par-

titioning is not relevant. The vehicular ad hoc routing protocol considers the global IPv6 pre-

fix of the VANET cloud to determine whether an IPv6 packet is delivered locally or whether

it addresses a correspondent node in the Internet.

3.2 MOCCA Protocol Functionality

In order to bridge the protocol differences between the VANET and the Internet, the Moc-

caProxy is responsible for the adaptation of the different protocols. Protocol translations

occur on both the network layer and the transport layer. Figure 3.5 summarises the protocol

functionality for coupling the protocols from the Internet and the VANET.

The network layer addresses two important tasks: (i) the interoperability between the

IPv4-based Internet and the IPv6-based VANET and (ii) the management of the vehicular
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Efficient Communication

Figure 3.5: Protocol Functionality in MOCCA

mobility. Furthermore, the network layer in MOCCA has to deal with intra-vehicle commu-

nication aspects in order to integrate the mobile devices of the passengers into the VANET.

On the transport layer, the protocol for data exchange between the applications must be very

efficient in order to handle the unpredictable characteristics of the VANET. Interoperability,

mobility management and transport layer issues are carried out by the MoccaProxy and are

discussed in the following sections. Section 3.3 attends to the intra-vehicle communication

aspects in MOCCA, which is handled in the vehicle only.

3.2.1 Interoperability

On the network layer, interoperability is an essential condition in order to enable communi-

cation between a vehicle and the Internet. The VANET is based on IPv6 whereas nowadays

the Internet mainly uses IPv4 technology. Since IPv6 is not backward compatible to IPv4, the

MoccaProxy has to ensure IPv4/IPv6 interoperability between the Internet and the VANET

cloud until the Internet is migrated to IPv6 technology.

Several solutions are possible to provide interoperability between IPv4-based and IPv6-

based communication networks. They can be categorised into the following classes:

´ IPv4/IPv6 Dual Stack: A router implements IPv4 and IPv6 stacks in parallel. RFC 2893

specifies such a dual stack scheme [124].

´ IPv4/IPv6 Tunnelling: Tunnelling approaches “bridge” two networks of the same type

over a different network via tunnels. This way, two separated IPv6 network domains

can communicate with each other using a tunnel through an IPv4-based network. Ex-

amples implementing tunnelling mechanisms are 6over4 (RFC 2529 [125]), Configured

IP-in-IP Tunnelling (RFC 3053 [126]), and 6to4 Automatic Tunnelling (RFC 3056, [127]).

´ Translator Approaches: Translator approaches convert IPv4 and ICMPv4 packets into

IPv6 and ICMPv6 packets and vice versa. Currently, several translation protocols are

available such as BIS (RFC 2767 [128]), NAT-PT (RFC 2766 [129]), SIIT (RFC 2765 [130]),

SOCKS64 (RFC 3089 [131]), and TRT (RFC 3142 [132]).
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Only translation mechanisms can be used to enable communication between an IPv4-

based host and an IPv6-based vehicle. Both dual stack and tunnelling enable the intercon-

nection of two networks of the same type; yet this is not the case in the targeted VANET

scenario. From the translator approaches, only two protocols provide a translation between

IPv4 and IPv6 in both directions: NAT-PT and SOCKS64. The other protocols translate in

one direction only, i.e. either IPv4-to-IPv6 or IPv6-to-IPv4 but not both. NAT-PT is more flex-

ible and requires modification in the routers only, whereas SOCKS64 additionally requires

modifications in the end systems [133, 134]. For this reason, MOCCA deploys NAT-PT for

the interoperability between the Internet and the VANET.

The key concept behind NAT-PT (Network Address Translation – Protocol Translation) is

that IPv6-based vehicles specify their destinations using IPv4 addresses that are embedded

into a specific IPv6 address class, the ‘IPv4-compatible IPv6 addresses’ [135]. The NAT-PT

protocol running on the MoccaProxy extracts this IPv4 address and uses it to communicate

with the destination. The source IPv6 address of the vehicle is mapped dynamically onto a

global IPv4 addresses located with the MoccaProxy. Therefore, NAT-PT requires a certain

amount of (global) IPv4 addresses. An optional feature of NAT-PT is to utilise transport

layer identifiers for the address translation in order to attenuate the address space restric-

tions of IPv4. This way, TCP and UDP port numbers can be used in addition to an IPv4

address, which allows the mapping of several IPv6 addresses onto one IPv4 address.

The interoperability aspect unavoidably re-introduces the scalability problems coming

along with the use of IPv4. In general, two configurations of NAT-PT are possible:

´ Dynamic Mapping: If a vehicle wants to communicate with an Internet host, NAT-PT

maps the IPv6 address of a vehicle arbitrarily to one of its available IPv4 addresses.

This configuration does not allow the access of the vehicles from an Internet host,

because Internet hosts do not know the currently mapped IPv4 address of the vehicle.

But, the dynamic mapping weakens the scalability problems since TCP and UDP port

numbers can be used in addition to the IPv4 address.

´ Static Mapping: Access to services in vehicles from Internet hosts requires a static map-

ping between IPv4 and IPv6 addresses, which can be compared with the representa-

tive IPv4 address of a vehicle in the Internet known by all Internet hosts. However,

this configuration limits the number of vehicles having Internet access to the num-

ber of IPv4 addresses assigned to the MoccaProxy, because the additional use of port

numbers is not possible.

These unavoidable restrictions occur for IPv4-based communication with the Internet

only; they are not of relevance for IPv6-based hosts and applications. This way, the restric-
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tions must be accepted as long as the Internet does not support IPv6 natively. Since the In-

ternet still evolves towards IPv6, the interoperability should be kept in mind as a necessary

migration step towards an IPv6-based Internet. Hence, the further description supposes

an IPv6-based Internet and does not attend to the interoperability further on in order to

improve the clarifications of the basic concepts and protocol mechanisms.

3.2.2 Mobility Management

The second important task of the network layer is the mobility management of the vehi-

cles within the VANET cloud. Vehicles travelling on a motorway typically drive at high

speeds. Hence, they change their point of attachment to the Internet permanently. The basic

requirements of the mobility management are threefold:

´ Vehicle-to-Internet Communication: If a vehicle wants to send data to an Internet host, it

has to find a suitable IGW in the VANET.

´ Internet-to-Vehicle Communication: Conversely, the mobility management must be able

to route the data flow from the Internet to the vehicle via the respective IGW. If a

handover to another IGW occurs, the data flow from the Internet must be rerouted

dynamically to the new IGW.

´ Accessing the Vehicles: Since vehicles might also provide Internet-based services, it must

be possible to initiate a connection from an Internet host to a vehicle independent of

the current location of the vehicle.

A challenging aspect of the mobility management is the multi-hop capability of VANETs,

where a vehicle is able to communicate with an IGW over several hops. This capability

requires protocol support in order to identify IGWs even if they are not located in the radio

transmission range of a vehicle. Such a solution must be highly scalable since the VANET

might become very large. In order to handle the mobility of the vehicles, MOCCA provides

two interacting protocols that are detailed in chapter 4:

´ MMIP6 (MOCCA Mobile IPv6): MMIP6 is the core protocol of MOCCA for the mobility

management of vehicles.

´ DRIVE (Discovery of Internet Gateways from Vehicles): MMIP6 is closely related with

DRIVE, a protocol to discover suitable Internet Gateways within the VANET.
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3.2.3 Transport Layer in MOCCA

The original idea of TCP is to provide a reliable and connection-oriented data transfer be-

tween communicating peers. In general, TCP works well in networks with a static topology

with reliable communication links such as the Internet, a LAN, or even a wireless LAN.

However, the conservative congestion control in TCP prevents an efficient communication

in mobile ad hoc networks like VANETs [9, 42, 136, 137]. The deployment of a non-standard

transport protocol is practically not possible since it would require modifications in all hosts

attached to the Internet. Hence, the MoccaProxy acts as a PEP splitting up the transport layer

connection into two parts as illustrated in figure 3.6: One connection in the VANET cloud

between a vehicle and the MoccaProxy and another connection in the Internet between the

MoccaProxy and a correspondent node CN1.

Vehicle IGW CNMoccaProxy

TCPMCTP

CN: Correspondent Node ▫ IGW: Internet Gateway ▫ MCTP: MOCCA Transport Protocol

Figure 3.6: Transport Layer in MOCCA

The splitting of the end-to-end connection increases communication efficiency, because

it decouples different network segments with different characteristics. This way, the Moc-

caProxy prevents the propagation of the VANET characteristics into the Internet. More-

over, it is possible to deploy optimised transport protocols within the VANET cloud without

modifications of the end systems connected to the Internet. Hence, the MoccaProxy com-

municates with the vehicles using the optimised transport protocol whereas communication

between the CN and the MoccaProxy still relies on standard TCP. The optimised transport

protocol developed for MOCCA is called MCTP, the MOCCA Transport Protocol (cf. figure

3.6). Thereby, the MoccaProxy translates between TCP and MCTP and vice versa. MCTP is

detailed in chapter 5.

1The PEP functionality is only of relevance for connection-oriented services. The connectionless and unre-

liable User Datagram Protocol UDP [138] is not considered further on in this work. UDP traffic will not be

affected by the MoccaProxy.
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3.2.4 Security Considerations

A general problem of PEP-based architectures is that security protocols operating on the

network layer cannot be used. Solutions like IPsec [56] are based on end-to-end connections

since they typically authenticate and/or encrypt the complete transport layer segment in-

cluding its header. This way, the PEP is not able to “read” the content of an IP packet. A

similar problem for IPsec occurs when a host uses a private IP address that is translated onto

a global routable IP addresses using NAT [139]. Regarding this problem, the IPSec work-

ing group of the Internet Engineering Task Force is currently working on a solution called

NAT-Traversal for IPsec [140].

Security protocols on the upper layers should be interoperable with MOCCA despite

some minor restrictions caused by their implementation. For example, SSL/TLS [65, 66] can

be used in the MOCCA architecture since it encrypts the content of the TCP packets and not

their headers. Problems may only occur in case SSL/TLS tries to validate the domain name

of the peer with the corresponding entries given in the certificate exchanged. Therefore, it

depends on the way the implementation handles such potential inconsistencies.

In order to overcome the problems of securing IP traffic between a vehicle and an Internet

host, the following three solutions are conceivable:

1. Alternative Security Means: An obvious solution is to use other available security meth-

ods that are interoperable with MOCCA in order to secure communication between

vehicle and Internet. This solution requires that the peer in the Internet supports the

respective protocol, but it could be a suitable approach for, e.g., access to a virtual

private network (VPN).

2. Supporting End-to-End Connections: Another approach could be the use of end-to-end

connections for security-based connections. Therefore, the MoccaProxy does not split

the TCP connection if the peers want to communicate securely. However, this solution

comes along with a loss of efficiency since it uses standard TCP for communication

between vehicle and Internet host. Thus, the potential of MCTP cannot be utilised.

3. Trust Models: A promising option is to consider the MoccaProxy as a trusted entity,

which acts on behalf of the vehicle. Thereby, the vehicles communicate securely with

the MoccaProxy, which appears as a representative for the vehicle (and maintains its

cryptographic keys) that itself communicates securely with the Internet host. A secu-

rity solution for such a scenario is described in [141]. However, this solution requires

an appropriate trust model between the service provider of the MoccaProxy and the

vehicle since the service provider needs to preserve the privacy of confidential user

data.
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The most suitable solution ultimately depends on the deployment scenario, e.g. whether

it is possible to use alternative protocols to secure communication or whether the service

provider of the MoccaProxy is able to ensure a respective trust model.

3.2.5 Protocol Summary and Example

Figure 3.7 summarises the mechanisms and communication protocols deployed in the net-

work layer and the transport layer of MOCCA. The IPv6-based network layer of MOCCA

consists of MMIP6 for the mobility management of the vehicles. MMIP6 is deployed in all

participating components, i.e. MoccaProxy, IGW, and vehicle. Within the IGW and the ve-

hicle, DRIVE supplements MMIP6 for the discovery of the Internet Gateways from within

the VANET. In order to ensure IPv4-IPv6 interworking, the MoccaProxy implements NAT-

PT. Handovers in heterogeneous communication environments are handled by the Mocca-

Muxer (cf. section 3.3.2) located in the vehicle and the MoccaProxy. The transport layer of

MOCCA consists of MCTP, which ensures an efficient data exchange between vehicle and

the MoccaProxy. Thereby, the MoccaProxy has to translate between MCTP and TCP.

Application Layer

Network Layer

Transport Layer

IPv4 

TCP

MMIP6

NAT-PT

MoccaMuxer

MCTP

MMIP6

DRIVE 

MMIP6

DRIVE

MoccaMuxer

MCTP

Application MoccaProxy

Vehicle Internet Gateway MoccaProxy

MMIP6

DRIVE: Discovery of Internet Gateways from Vehicles ▫ IGW: Internet Gateway
NAT-PT: Network Address Translation – Protocol Translation ▫ MIP6: MOCCA Mobile IPv6

MCTP: MOCCA Transport Protocol ▫ VANET: Vehicular Ad Hoc Network

VANET IGW
Network

Figure 3.7: Communication Protocol Overview in MOCCA
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The communication example in figure 3.8 demonstrates the benefits of the proposed

proxy-based approach in MOCCA. On the left side, vehicle V1 is able to access the Inter-

net through IGW1. If V1 requests a web page from the correspondent node CN, an MCTP

connection c1 is established via IGW1 to the MoccaProxy, which itself establishes a second

connection c2 using standard TCP to the CN. While receiving the data, V1 moves out of

the radio transmission range of IGW1 and cannot access further IGWs via other relaying

vehicles. Hence, V1 temporarily gets disconnected from the Internet, i.e. c1 is turned into

an “idle” mode where no data exchange occurs, whereas the data exchange using c2 is still

possible. This way, the buffers of the MoccaProxy are filled with data from the CN.

CNMoccaProxy

IGW1 IGW2c1

c2

CNMoccaProxy

IGW1 IGW2

c1

c2

V1
V1

V2 V2

CN: Correspondent Node ▫ IGW: Internet Gateway

Figure 3.8: Communication Example

If vehicle V2 moves into the radio transmission range of IGW2 (right-hand side in figure

3.8), the DRIVE protocol enables V1 to identify IGW2 although it is not yet in the imme-

diate transmission range of V1. Hence, MMIP6 registers V1 with IGW2 as its new point

of attachment to the Internet. The VANET supports multi-hop communication between V1

and IGW2 using V2 as a relaying vehicle. Afterwards, the buffered data in the MoccaProxy

can be transmitted to V1 through connection c1 very efficiently using MCTP. This example

demonstrates the benefits of MOCCA:

´ DRIVE and MMIP6 enable the Internet access for vehicles within the VANET even

over several relaying vehicles, i.e. they integrate VANETs into the Internet.
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´ MMIP6 provides a transparent mobility support for upper layer protocols. This way,

the communicating peers MoccaProxy and V1 are not affected since the handover does

not require a context transfer to another peer. This is due to the fact that IGWs do not

keep any state of upper layers.

´ The MoccaProxy decouples the characteristics of the VANET from the Internet without

requiring modifications of the Internet hosts. In the example given above, MCTP is

able to transmit the outstanding data to V1 after the vehicle reconnects to IGW2 in an

efficiently manner.

3.3 Intra-Vehicle Communication

Using the communication protocols described in the previous section, data can be transmit-

ted to the vehicle efficiently. However, it is not possible to support existing TCP/IP-based

applications and services for mobile devices within the vehicle. These applications are con-

sidered in the MOCCA concept, too, as described in section 3.3.1. Moreover, a vehicle’s

communication platform, which implements the MOCCA functionality, may support a va-

riety of further communication systems to communicate with an Internet host. In this case, it

is preferable to utilise this heterogeneity by using the communication system that currently

fits best to the requirements of the applications and the user. Section 3.3.2 deals with this

heterogeneity support.

3.3.1 Support of Legacy Applications

Within MOCCA-enabled vehicles, passengers likely want to use their mobile equipment to

access the Internet using the VANET. This way, passengers are able to synchronise their per-

sonal applications running on a laptop or PDA, or they can download legal copies of audio

files. These “legacy” Internet-based applications running on the mobile devices typically

use standard TCP/IP or UDP/IP for their communications. The mobile devices can be con-

nected to the communication platform of the vehicle using intra-vehicle networks such as a

MOST bus (Media Oriented Systems Transport [142]), a CAN bus (Controller Area Network

[143]), Ethernet, IEEE 1394 (“Firewire”), Bluetooth or an IEEE 802.11 network. However, the

mobile devices cannot use the VANET for the following reasons:

´ If mobile devices are connected to an intra-vehicle network, they require protocol

drivers for using the MOCCA functionality, i.e. for the mobility management and

the transport protocol.
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´ Every mobile device needs a unique address identifier, i.e. it requires a predefined

and static IPv6 address from within the VANET cloud. Moreover, the mobile devices

need a static VANET-compliant identification for the routing purposes. For example,

in FleetNet every device would require its own FleetNet ID (cf. section 2.1.1).

In order to ensure interoperability of legacy applications with the VANET, MOCCA de-

ploys a second proxy located within the vehicle, the VehicleProxy. This way, the communica-

tion platform in the vehicle acts as a proxy for legacy applications running on mobile devices

within the vehicle. This proxy translates (back) the MOCCA communication protocols into

standard Internet protocols. Figure 3.9 illustrates this concept when legacy applications on a

laptop communicate with the Internet using the VANET. The VehicleProxy again separates

the end-to-end connection. Hence, the overall end-to-end connection between the mobile

device within the vehicle and an Internet host is partitioned into three segments:

1. Communication between Internet host and MoccaProxy.

2. Communication between the MoccaProxy and the VehicleProxy.

3. Communication between the VehicleProxy and the mobile device.

Application Layer
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Transport Layer

IPv4
NAT-PT 

TCP

MMIP6
DRIVE

MCTP

(Mobile) IPv4

TCP

TCP/IP Application VehicleProxy

CAN
MOST

IEEE 1394
Ethernet

Bluetooth
IEEE 802.11

…

CAN: Controller Area Network ▫ DRIVE: Discovery of Internet Gateways from Vehicles
MCTP: MOCCA Transport Protocol ▫ MOST: Media Oriented Systems Transport

MMIP6: MOCCA Mobile IPv6 ▫ NAT-PT: Network Address Translation – Protocol Translation

Figure 3.9: Integration of Mobile Devices in MOCCA



58 3. MOCCA – An Architecture for Internet Integration

Figure 3.9 also depicts the communication protocols deployed for supporting legacy ap-

plications. The VehicleProxy communicates in the VANET cloud using MCTP, the optimised

MOCCA transport protocol. Within the vehicle, TCP (and UDP) is used for communication

with the mobile device. The VehicleProxy thereby translates between MCTP and TCP. On

the network layer, NAT-PT (again) performs the transparent translation between IPv4-based

intra-vehicle addresses and the IPv6 addresses used in the VANET (see section 3.2.1). This

solution is more efficient than a tunnelling of IPv4 packets through the VANET for two rea-

sons:

´ It avoids additional overhead caused by the encapsulation of IP packets within the

VANET.

´ This solution enables the communication of legacy applications using TCP/IP while

directly utilising the optimised MOCCA communication protocols simultaneously.

The VehicleProxy only supports the mobility of the vehicles, not the mobility of the mo-

bile devices inside the vehicles. This means that MOCCA always delivers the data to the

VehicleProxy if the vehicle is able to communicate with an IGW. In the scenario illustrated in

figure 3.9, a mobile device will usually obtain a private IPv4 address (e.g., from the Dynamic

Host Configuration Protocol DHCP [144]) which is valid within the vehicle only. Hence, the

VehicleProxy hides the mobile devices inside the vehicles so they cannot be accessed from

hosts in the Internet; it is only possible that mobile devices access services in the Internet.

IGW

CN

MoccaProxy

MN FA

HA

Intra-Vehicle Network

IPv4 TunnelIPv6 Tunnel

VehicleProxy

CN: Correspondent Node ▫ FA: Foreign Agent ▫ HA: Home Agent
IGW: Internet Gateway ▫ MN: Mobile Node

Figure 3.10: Mobility Support for Legacy Devices

In order to ensure an overall mobility for the mobile devices within the vehicles, these

devices have to support Mobile IPv4 (according to RFC 3344 [145]) as illustrated in figure

3.10. In this configuration, the following functionality is necessary:
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´ The Mobile Node (MN) is located within the vehicle.

´ The Home Agent (HA) of the MN is located in the home network of the MN in the

Internet.

´ The Foreign Agent (FA) is located on the communication platform within the vehicle,

which implements the MOCCA functionality and the VehicleProxy.

IP packets from the CN to the MN flow as follows: First, the packets are routed to the

home network of the MN. As specified for Mobile IP (see section 4.2), the HA in this net-

work accepts the IP packets on behalf of the MN and forwards them through an IPv4 tunnel

to the FA the MN is currently registered with. Since the IPv4 address of the FA is located

within the VANET, the MoccaProxy acts on behalf of the FA, i.e. the IP packets are sent to

the MoccaProxy. The MoccaProxy itself translates the IPv4 address of the FA to the respec-

tive IPv6 address of the vehicle where the FA is located. Hence, the MoccaProxy translates

the IPv4 tunnel into an IPv6 tunnel, and the original IP packets are tunnelled through the

IGW and the VANET to the vehicle in which the MN is located. Within the vehicle, the

VehicleProxy translates back the IPv6 tunnel to the IPv4 tunnel with the FA as the tunnel

endpoint since the CoA is not co-located with the MN. This way, the tunnelled IP packets

arrive at the FA that finally unpacks the original packets and forwards them to the MN.

3.3.2 Utilising Heterogeneity

Vehicles typically move in highly heterogeneous communication environments. Besides the

inter-vehicle communication system, several other (cellular and ad hoc) networks and com-

munication systems might be available simultaneously in an overlaid fashion. Figure 3.11

depicts an example of such an overlay network. This heterogeneity can be used to improve

both connectivity and quality of service (QoS) support as illustrated by the following exam-

ples:

´ A vehicle can use either the VANET or alternatively a GSM, GPRS, or UMTS network

to access the Internet.

´ If an IGW is currently not available in the VANET, the vehicle can handover its con-

nections to another available communication network.

´ If the vehicle passes a gas station, it may have a temporary high-speed Internet ac-

cess via the IEEE 802.11 network of the gas station. In this case, it can handover its

connections temporarily to the IEEE 802.11 network.
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However, the handover to another communication network requires respective man-

agement mechanisms. This section introduces the approach used in MOCCA to utilise

the heterogeneity in such a communication environment. The utilisation of heterogene-

ity is an important feature but not a necessary requirement for the Internet integration of

a VANET. Hence, this section is focused on the general approach in MOCCA and leaves

a detailed discussion of related work and the evaluation to references on published work

[146, 147, 148, 149].

Objectives and Existing Approaches

The overall objective is to utilise heterogeneity in order to improve the QoS for communica-

tions in the VANET scenario. However, the available networks typically have different char-

acteristics: Whereas an IEEE 802.11 network may provide gross data rates of up to 54 Mbit/s

in a restricted geographical area, cellular communication systems like GPRS provide area-

wide data rates of up to 384 kbit/s. The QoS support also depends on the requirements of

the IP-based applications running on the communication platform (CP) located in the vehi-

cle. In order to bring together these different QoS issues, protocol mechanisms are needed

which fulfil the following basic requirements [68, 150, 151]:

´ It must be possible to handover connections seamlessly between the different commu-

nication systems, which is also called a vertical handover.

´ It must be possible to determine the most suitable communication system.

A noticeable amount of work exists to providing seamless handovers in mobile and wire-

less networks. Examples are the BARWAN project [152, 153], MosquitoNet [154], a handover

scheme for mobile networks proposed by Pahlavan et al. [155], the Smart Decision Model

proposed by Chen et al. [156], and approaches using a dynamic network reconfiguration of

mobile devices [157]. A detailed description and discussion of this research with respect to

the requirements for utilising heterogeneity can be found in [158, 159]. In summary, these

approaches share two basic drawbacks: First, they provide vertical handovers in overlay

networks with only a few communication systems. Second, these approaches do not de-

fine mechanisms to decide which network fits best to the QoS requirements of the running

applications.

MoccaMuxer

MOCCA implements a management entity called MoccaMuxer located in both the CP inside

the vehicle and the MoccaProxy as illustrated in figure 3.11. The MoccaMuxer hands over
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Figure 3.11: MoccaMuxer in the VANET Scenario

connections dynamically between different network interfaces. The following example il-

lustrates the basic principle of the MoccaMuxer. If a vehicle wants to communicate with

an Internet host, it establishes a transport layer connection through the VANET, an IGW,

and the MoccaProxy as described in section 3.2.5. Thereby, the MoccaProxy splits up this

transport layer connection. If the vehicle moves out of the service area of an IGW and an

alternative IGW cannot be found in the VANET, further communication with the Internet

will not be possible. In this case, the MoccaMuxer realises that the MoccaProxy becomes un-

reachable in the VANET and hands over the connections to an alternative communication

system like GPRS. This way, the communication flow is routed via GPRS to the MoccaProxy

instead of the inter-vehicle communication system. If the vehicle gets back access to another

IGW, the ongoing connections can be handed over back to the VANET.

Figure 3.12 illustrates the integration of the MoccaMuxer in the MOCCA architecture.

The central element is a DeviceMultiplexer that is responsible for switching between the dif-

ferent network interfaces dynamically. If the receiver becomes unreachable in the network

actually used, the DeviceMultiplexer queries a Management Information Base (MIB) provid-

ing information about alternative networks to communicate with the peer. Then, the De-

viceMultiplexer determines the most suitable alternative (see next section), establishes an IP

tunnel to the alternative IP address of the MoccaProxy, and forwards the IP packets through

this tunnel. This tunnelling mechanism, which is the main principle of Mobile IP [145], is

performed by a redirector in the DeviceMultiplexer that calls the IP stack a second time and,

thus, redirects every IP packet to another network device. When an encapsulated packet ar-

rives at the MoccaProxy, the MoccaMuxer within the MoccaProxy first establishes a tunnel

back to the sender. Hence, the communication path from the MoccaProxy to the vehicle is

also tunnelled through the alternative communication system. This way, “half-directional”

communication is avoided since common wireless communication systems provide duplex

communication paths. Afterwards, the DeviceMultiplexer unpacks the original IP packet



62 3. MOCCA – An Architecture for Internet Integration

Data Link Layer

Network Layer

Transport Layer Protocol

IP-Based Applications

FDLC

FNA

FNL

IP

MCTP

Application

MCTP

Application

MoccaMuxer

DeviceMultiplexer

Monitor

MIB

GSM802.11

FDLC: FleetNet Data Link Control ▫ FNA: FleetNet Network Adaptation
FNL: FleetNet Network Layer ▫MCTP: MOCCA Transport Protocol

MIB: Management Information Base

Figure 3.12: MoccaMuxer

and forwards it to the upper layer protocols. Further details about the DeviceMultiplexer

and its implementation can be found in [146].

The MIB contains information about the available communication systems and alterna-

tive IP addresses of the corresponding peer. A Monitor within the network layer is respon-

sible for updating the MIB entries. Therefore, it collects relevant information from both the

network layer and the link layer, which can be used to determine the current state of a net-

work interface. Another important information is the tunnel endpoint, which is needed in

case of a handover. This tunnel endpoint is the MoccaProxy, i.e. its address can be config-

ured statically in the MIB. Detailed information about the Monitor can be found in [148].

Finding the Most Suitable Alternative

In order to determine the most suitable communication system, the DeviceMultiplexer con-

siders basic information of a network device provided by the MIB (cf. figure 3.12). This basic

information is classified in the following way:
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´ Static Information such as pay scales for the transmission costs or the maximum data

rate of a network (e.g., in case of GSM the price per minute and 9.6 kbit/s as maximum

gross bandwidth).

´ Dynamic Information like the currently available bandwidth or the current error rate of

a network device. This information is derived from the kernel of the operating system

[148].

This basic information is the input for a fuzzy controller used in the MoccaMuxer. The use

of fuzzy controllers is a suitable method for the decision process, because they describe a sys-

tem intuitively using linguistic variables [160, 161]. The fuzzy controller in the MoccaMuxer

implements a two-tier decision process as illustrated in figure 3.13. For each network de-

vice, an Abstraction Controller processes the basic information and generates a set of generic

parameters. These parameters are the input for the second tier, the Decision Controller. The

Decision Controller finally determines the “rating” of a communication system represented

by a numerical value. Such a decision is performed for each available communication sys-

tem. Finally, the MoccaMuxer finds the most suitable network device by comparing the

ratings. If a more suitable communication system is available, the DeviceMultiplexer per-

forms a handover to this communication system as described in the previous section.

Abstraction Controller

Decision Controller

Generic Parameters

Rating

Basic Information

Figure 3.13: Fuzzy Controller for the Decision Process

A prototype of the MoccaMuxer was implemented to demonstrate the usefulness and to

prove the concepts introduced. The prototype comprises a basic set of parameters, which

is described in appendix A. Further parameters like quality of service requirements for the

applications can be integrated by creating new fuzzy rules. However, their consideration
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requires a detailed analysis of the application requirements, which is out of the scope for the

original task of the Internet integration of VANETs.

MoccaMuxer: Evaluation Summary

The MoccaMuxer enables a seamless handover between different communication systems

in order to utilise heterogeneity for an improved QoS support. Thereby, communication

between vehicle and MoccaProxy can be switched over to alternative communication sys-

tems if the MoccaProxy becomes unreachable in the network currently used or in case a

better suited communication system is found. An important concept of the MoccaMuxer

is the consideration of the communication characteristics for the alternative networks. This

static and dynamic information is used for finding the most suitable alternative network

to continue communication. The MoccaMuxer therefore implements a fuzzy controller sys-

tem, which can be extended to take into account the QoS requirements of the applications

running in the vehicle.

An evaluation of the MoccaMuxer showed that the delay caused by the DeviceMulti-

plexer handover is very short and does not affect the performance of TCP significantly [147].

However, the transport protocol MCTP should be able to adapt to the new network charac-

teristics after a handover very quickly since the performance of the communication systems

may be very different.

3.4 Alternative Proxy Concepts

An alternative Internet integration concept for VANETs would be an infrastructure based on

mobile agents [162, 163]. In such an infrastructure, an agent can be regarded as object code

that fulfils a “task” elsewhere on a remote system. An example is a “search agent” to find

a specified document in libraries. Once instructed by the user, the search agent wanders

through the Internet to the databases of different libraries where its search code is executed.

The search agent collects the information about the specified document and finally returns

back to the user with the respective result or with the document itself. An agent-based

infrastructure for mobility support uses mobile agents as “personal” proxies for the mobile

devices, i.e. the mobile agents act in the Internet on behalf of the mobile devices. Thereby,

the agents are located very close to the mobile devices [164].

Referred to the VANET scenario, a suitable location for the mobile agents would be the

Internet Gateway. Since a vehicle always communicates with its mobile agent, the agent

has to “travel” with the vehicle as illustrated in figure 3.14: If a vehicle hands over its con-

nections from the lower IGW to the upper IGW, the complete context of the mobile agent
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Vehicle IGW Internet CN

CN: Correspondent Node ▫ IGW: Internet Gateway ▫ MA: Mobile Agent

MA

Figure 3.14: Mobile Agents Concept

must be transferred to the new IGW. In contrast to MMIP6 used in MOCCA, a completely

new and heavy-weighted signalling protocol would be necessary to realise the movement

of mobile agents. Since the delays for sending IP packets between MoccaProxy and IGW are

expected to be low compared to the delays in the vehicular ad hoc network, mobile agents

on the IGWs promise no further benefits. In contrast to the mobile-agent-based approach,

MOCCA provides a better flexibility and less complexity for several reasons:

´ Complexity: Since mobile agents in IGWs “travel” with the vehicles, complex protocol

mechanisms and more hardware resources are required for the IGWs to maintain the

agents and their signalling protocol.

´ Connection Management: TCP connections to the mobile agent must be migrated in case

of a handover to another IGW. This migration is not necessary in MOCCA, because

the vehicles always communicate with the stationary MoccaProxy in the Internet –

independent of the IGW currently used.

´ Security: Since personal proxies (and, thus, mobile agents) act as a communication

peer, data will be always accessible in the hardware the proxy runs. However, it is

easier for attackers to infiltrate mobile agents on IGWs than the MoccaProxy located in

the network of a service provider. This network can be secured by powerful firewalls,

packet filters, or intrusion detection systems, whereas passing vehicles can attack the

IGWs easily using the wireless link.

´ Scalability and Management: Since the MoccaProxy is located in the fixed Internet, it is

easier to design a scalable system using powerful proxy clusters with proper load bal-

ancing and replication strategies. In contrast, the restricted resources of outdoor IGWs
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aggravate the realisation of a scalable system. Moreover, locating the MoccaProxy in

the network of a service provider alleviates its management and administration.

´ Costs: Using mobile agents, IGWs become more expensive and more vulnerable to

hardware failures, because mobile agents require more computation capabilities and

memory resources. MOCCA shifts this functionality into the MoccaProxy in the Inter-

net. This allows the development of cheap and lightweight IGWs.

Another benefit of the proxy-based approach in MOCCA is the possibility to deploy

highly customised (provider-specific) services easily. Examples are the use of application-

specific proxies, e.g. for WWW traffic [165]. Such a proxy may also perform a transcoding

of content in order to adapt the content to the hardware capabilities within the vehicles

[153, 166, 167, 168]. These provider-specific services can improve the efficiency of vehicular

Internet-based applications further on. They are not discussed further on since application-

specific enhancements are not of relevance for the original task of the Internet integration.

3.5 Summary

The integration of VANETs into the Internet is a very challenging task. This section pro-

poses MOCCA, a communication architecture for the Internet integration of vehicular ad

hoc networks. MOCCA combines a proxy-based communication architecture with a mo-

bility management scheme for vehicles. Thereby, a MoccaProxy acts as a connection split

performance enhancing proxy separating the vehicular ad hoc network (and the network

that interconnects the Internet Gateways) from the Internet. This separation additionally

allows for the deployment of a highly optimised transport protocol for communication with

the vehicles to improve communication efficiency. In contrast to existing approaches using

mobile agents, MOCCA provides less complexity, an easier management, better scalability,

and less monetary costs for its maintenance.

In order to fulfil the requirements of the VANET scenario, MOCCA comprises several

communication protocols. In order to ensure interoperability with the IPv4-based Internet,

the MoccaProxy implements NAT-PT for the translation between IPv6 and IPv4. A Vehi-

cleProxy located within the vehicle integrates IP-based applications running on mobile de-

vices inside the vehicles into the MOCCA concept. This way, passengers can use the VANET

with their mobile equipment. Furthermore, a MoccaMuxer located within the vehicles is

able to switch seamlessly between the available communication systems in the vehicular

overlay network. The MoccaMuxer implements a fuzzy controller system to determine the

most suitable communication system for Internet access, which enables an efficient utilisa-

tion of heterogeneous communication environments.
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Figure 3.15: Communication Protocols in MOCCA

Besides these protocols, the core functionality of MOCCA for the Internet integration is

the mobility management of the vehicles. This task is handled by two different protocols as

summarised in figure 3.15. MMIP6 realises the basic functionality of the mobility support,

i.e. it ensures that IP packets are always routed to the vehicle via the correct Internet Gate-

way. MMIP6 is supplemented by DRIVE, a service discovery protocol for the discovery of

Internet Gateways in vehicular multi-hop ad hoc networks. On the transport layer, MCTP

allows the efficient exchange of data between the MoccaProxy and the vehicles instead of

TCP. MMIP6, DRIVE, and MCTP are detailed in the following two chapters.





Chapter 4

MMIP6 – Mobility Management in

MOCCA

The mobility management of the vehicles plays an important role for the Internet integra-

tion. Communication in the Internet requires a fixed network topology with a hierarchical

IP addressing scheme. In contrast, vehicles are highly mobile and may travel at high speeds.

Hence, the topology of the VANET is subject to a permanent reconfiguration and vehicles

permanently change their point of attachment to the Internet. This way, Internet Gateways

temporarily appear like common mobile nodes within the VANET and can be used for In-

ternet access in this certain period of time. In such a dynamic environment, vehicles must

be able to find suitable Internet Gateways even over several relaying vehicles in order to

communicate with the Internet. Reversely, data from the Internet must always be routed

appropriately to reach the targeted vehicle; i.e. through the Internet Gateway the targeted

vehicle currently passes.

The mobility support in MOCCA has to ensure that the VANET becomes a transparent

extension of the Internet. This section proposes MMIP6 (MOCCA Mobile IPv6), the mobility

management protocol used in MOCCA. This protocol handles the mobility of the vehicles

and enables the Internet access for the vehicles as well as the access of services within the ve-

hicle from Internet hosts. MMIP6 deploys a novel service discovery protocol called DRIVE

to identify Internet Gateways within the vehicular ad hoc network in a scalable and effi-

cient way. DRIVE also provides a fuzzy-based solution to determine the suitable Internet

Gateway if several gateways are available simultaneously. MMIP6 is highly correlated with

the MOCCA architecture, i.e. it is tightly geared with communication protocols used in

MOCCA. In general, MMIP6 can be used for the mobility support of arbitrary multi-hop

ad hoc networks. However, its basic protocol mechanisms are designed with respect to the

specific characteristics of VANETs.
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This chapter is organised as follows: Section 4.1 specifies the requirements for support-

ing mobility in VANETs followed by the fundamental techniques for supporting mobility in

the Internet using Mobile IP in section 4.2. Section 4.3 discusses and evaluates the related

work for the mobility support of ad hoc networks. Section 4.4 is focused on the mobility

management protocol MMIP6 and proposes the core protocol functionality, the discovery

of Internet Gateways using DRIVE, and the handover procedure. Furthermore, this sec-

tion describes optimisations in MMIP6 to improve communication efficiency in the VANET

scenario. MMIP6 is evaluated in both a quantitative and a qualitative way in section 4.5.

Finally, a brief summary in section 4.6 concludes this chapter.

4.1 Requirements for Mobility Management

Communication in the Internet is based on hierarchical IP addresses with a static (address)

topology to route IP packets appropriately. In contrast, VANETs are highly mobile: The

VANET topology changes dynamically and vehicles permanently change their gateway to

the Internet while travelling at high speeds. Hence, the Internet integration of VANETs re-

quires a transparent mobility management for the vehicles, which means that the VANET

should appear as a (static) part of the Internet. In the MOCCA architecture, the MoccaProxy

brings together the Internet and the VANET cloud. Hence, the MoccaProxy is responsible

for the mobility management of the vehicles, i.e. it has to combine the proxy-based commu-

nication architecture with a respective mobility management as illustrated in figure 4.1.

VANET IGW Internet CNMoccaProxyIGW
Network

CN: Correspondent Node ▫ IGW: Internet Gateway ▫ VANET: Vehicular Ad Hoc Network

VANET Cloud

Mobility Management

Figure 4.1: Mobility Management in MOCCA
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Figure 4.2: Requirements for the Mobility Management

The mobility management in the VANET scenario has to satisfy several requirements

summarised in figure 4.2. The most important requirement is the mobility support of the

vehicles in the VANET cloud [41, 151]. The mobility support comprises the following two

sub-requirements:

´ Internet Access: Vehicles should be able to access resources in the Internet, independent

of the IGW they currently use. This requirement has to ensure a correct IP packet flow

between a vehicle and an Internet host in both directions. IP packets from the vehicle

have to be routed through an appropriate IGW to the Internet host. Vice versa, IP

packets from an Internet host must be delivered through an appropriate IGW to the

vehicle. A transparent Internet access also requires support for handovers between

IGWs. If a vehicle discovers a more suitable IGW, it should be possible to handover its

connections to the new IGW in a transparent manner.

´ Seamless Mobility: Besides the Internet access, IP services within the vehicles should

be also accessible from Internet hosts. Therefore, an Internet host should be able to

establish a connection with a vehicle, independent of the IGW the vehicle currently

uses. In order to hide the mobility of the vehicles, seamless mobility requires global

and location-independent IP identifiers for the vehicles.

The mobility management additionally has to consider the VANET networking environ-

ment, i.e. the two sub-requirements (i) ad hoc networks and (ii) characteristics have to be

taken into account. The ad hoc networks requirement claims that the protocol mechanisms for

the mobility management have to be compatible to the multi-hop capability of the VANET.

Therefore, vehicles must be able to identify the most suitable IGW within the VANET even

if they are several hops away. Furthermore, the mobility management has to consider the
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characteristics of the VANET. This requirement comprises, e.g., the use of IPv6 for identifying

the vehicles and the specific capabilities of the VANETs as described in section 2.2.

The mobility management also must be compatible to the MOCCA architecture. The

MOCCA cooperation requirement reflects that the mobility support should not affect com-

munication in the Internet, i.e. the mobility support has to avoid the need for modifications

of Internet routers and hosts connected to the Internet. As a result, it must be possible to

integrate the mobility support seamlessly into the VANET cloud that has to hide the mobil-

ity of the vehicles for the Internet. Due to the proxy-based design of MOCCA, the ‘MOCCA

Cooperation’ requirement ensures that the IP packets are always routed through the Moc-

caProxy.

Finally, the mobility management must be scalable and efficient in the following ways:

´ The protocols used for mobility support have to scale with both the number of vehicles

and their degree of mobility.

´ The protocol mechanisms must be efficient in terms of the overhead caused in the

VANET. The efficiency also comprises the overhead that may occur if an IGW is cur-

rently not available.

4.2 Mobile IPv4

Mobile IPv4 [145] is the standardised communication protocol to manage host mobility in

the Internet. It provides protocol enhancements for a transparent routing of IP packets to

mobile nodes (MNs) in the Internet. Each MN is always identified by its home address

regardless of its current point of attachment to the Internet. From the topological point of

view, the home address is located in the home network of the MN. While situated away

from its home network, an MN is also associated with a care-of address (CoA) providing

information about the MN’s current point of attachment to the Internet. Therefore, Mobile

IPv4 deploys an agent-based system comprising of a Home Agent (HA) and a Foreign Agent

(FA) as illustrated in figure 4.3. If a correspondent node (CN) in the Internet sends an IP

packet to the home address of the MN, the packets will be routed to the home network of

the MN. In case the MN is currently located in a foreign network, the HA of the MN in the

home network accepts the IP packets on behalf of the MN. The HA then encapsulates the

IP packet and tunnels it to the current CoA of the MN. In the example depicted in figure

4.3, the CoA of the MN is located with the FA of the foreign network. The tunnelling is

realised by putting a new header in front of the original IP header with the CoA as the

new destination address and the HA as the source address. Hence, the packet is forwarded

through the Internet to the FA, which unpacks the IP packet and forwards it to the MN. Vice
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Figure 4.3: Mobile IPv4

versa, IP packets from the MN to the CN are transmitted either directly to the CN or they

are first tunnelled back to the HA (“reverse tunnelling” according to RFC 3024 [169]), which

unpacks the IP packets and forwards them through the Internet to the CN.

Mobile IPv4 basically requires that an MN is able to discover an FA when it enters a for-

eign network. Therefore, an FA advertises its presence (and its CoA) periodically using agent

advertisements. Agent advertisements are special ICMP messages broadcasted periodically

in the local network of the FA. The transmission of agent advertisements can be additionally

triggered by the MN. For this it sends an agent solicitation message that will be responded

by the FA with an agent advertisement. If the MN receives the agent advertisements of a

new FA, it has to register itself with both the FA and the HA in order to notify both agents

about its new location. Therefore, the MN sends a registration request message to the FA. The

FA then adds the MN to its registry and forwards the registration request to the HA. Finally,

the HA updates the (new) CoA of the MN and responds to the request with a registration

reply message to the MN. A detailed description of the protocol processing and the message

formats can be found in [145].

An alternative variant of Mobile IP is based on co-located CoAs (CCoAs). In this case,

the FA functionality is integrated into the mobile nodes since the CoA is co-located with

the MN. If an MN enters a foreign network, it receives a temporary CCoA from within the

foreign network. This CCoA can be configured either statically by the user or dynamically

using, e.g., the Dynamic Host Configuration Protocol (DHCP [144]). The MN then registers

the CCoA with its HA. Thus, the MN has a topologically correct IP address being used for

further communication. IP packets sent by a CN are routed to the home network of the MN.

The HA in this network accepts the IP packets on behalf of the MN and tunnels them to

the CCoA of the MN. On the MN, the additional tunnel IP header is stripped off and the

original packet is delivered to the upper protocol layers. Alternatively, the MN can notify
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its CNs directly about its CCoA with a binding update message. In this case, the CN can send

the IP packets directly to the MN since it knows the current CCoA of the MN.

Mobile IP is also specified for IPv6, which makes it an interesting solution for the VANET

scenario.

4.2.1 Mobile IPv6

Mobile IPv6 [170] adds mobility support for IPv6-based nodes. MNs are thus able to move

between wireless IPv6 networks. For this purpose, Mobile IPv6 is based on an agent-based

system similar to Mobile IPv4 using co-located CoAs. An important difference to Mobile

IPv4 is that Mobile IPv6 does not use any Foreign Agents. If an MN moves to a new point

of attachment in another subnet, it has to acquire a new valid IPv6 address from within this

foreign network, the CoA. As with Mobile IPv4, the HA of the MN in the home network acts

as a representative while the MN is located in a foreign network. In contrast to Mobile IPv4,

the MN in Mobile IPv6 has to register its current CoA not only with its HA but also with the

CNs it currently communicates with. The association made between the home address and

the current CoA of an MN is also called a mobility binding.

MN Access
Router

CN

HA

IP tunnel

CN: Correspondent Node ▫ HA: Home Agent ▫ MN: Mobile Node

Figure 4.4: Mobile IPv6

An MN detects its movement into a new subnet by analysing router advertisements

broadcasted periodically by the access routers of the foreign network. An MN can also

request an access router of a foreign network with a router solicitation message [171] to

transmit a router advertisement. The information contained in the router advertisements

allows the MN to create its new care-of address autonomously. Therefore, the MN performs

following three steps [172]:
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1. The MN performs a duplicate address detection algorithm on its assigned link-local

IPv6 address to verify the uniqueness of the link-local address [171].

2. Afterwards, the MN generates a topologically correct IPv6 CoA using either stateless

[173] or stateful [174] address configuration.

3. The generated CoA is verified for its uniqueness using duplicate address detection

[171].

Once the CoA construction is finished, the MN updates the mobility bindings in the HA

and its current CNs by sending a mobility binding update message with the new CoA.

In order to communicate with an MN, a CN first queries the stored mobility bindings

for the IP address of the MN. If it finds an (updated) mobility binding, it will communicate

with the MN directly using the current CoA. Otherwise, the CN sends the IPv6 packets to

the home address of the MN. The HA then receives the IPv6 packets and tunnels them to

the current CoA of the MN using IPv6 encapsulation [175] as illustrated in figure 4.4. The

other direction from the MN to the CN follows the same way, i.e. IPv6 packets from the MN

are tunnelled back to the HA, which unpacks the original IPv6 packets and forwards them

to the CN.

Mobile IPv6 requires various modifications of the original IPv6 protocol to realise its pro-

tocol functionality. The following protocol mechanisms of IPv6 must be adapted [170]:

´ IPv6 Protocol Extensions: Mobile IPv6 introduces a new mobility header and a protocol

extension necessary to handle the mobility bindings of an MN.

´ New IPv6 Destination Option: When an MN in a foreign network sends an IPv6 packet

to a CN, the Home Address Destination Option informs the CN about the home ad-

dress of the MN.

´ New ICMPv6 Messages: Mobile IPv6 requires new ICMPv6 messages for the dynamic

discovery of Home Agents and for the mobile prefix discovery in a foreign network.

´ Modified IPv6 Neighbour Discovery: The format of the router advertisement message and

the prefix information must be modified for the discovery of both the mobile prefix in

the foreign network and the Home Agent in the home network.

´ New Routing Header: Mobile IPv6 defines a new routing header variant for routing

IPv6 packets directly from a CN to the CoA of the MN.

Mobile IPv6 additionally provides enhancements for the handover procedure such as

the simultaneous support of several access routers and a forwarding mechanism for former
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access routers. Moreover, several extensions were proposed to improve handovers, for ex-

ample Fast Handovers [176, 177]. Further mechanisms address the micro-mobility support

of Mobile IP to reduce the handover latency. Examples are Hierarchical Mobile IPv6 [86] (in-

cluding optimisations like S-MIP [178]), Cellular IP [179, 180, 181], and HAWAII (Handoff-

Aware Wireless Access Internet Infrastructure [182, 183, 184]). A detailed discussion and

comparison of these extensions can be found in [185].

In addition to the mobility support of single nodes, the NEMO (Network Mobility) work-

ing group of the Internet Engineering Task Force develops enhancements for Mobile IPv6 to

manage mobility of an entire network, which changes its point of attachment to the Inter-

net [186, 187]. Examples of mobile networks include, for instance, personal area networks,

sensor networks, access networks, and ad hoc networks. In these networks, one or more

mobile routers connected to the Internet provide connectivity and reachability for the nodes

inside this subnetwork. For the mobility support, a bi-directional tunnel is maintained be-

tween the mobile router and its HA. This way, IPv6 packets from a CN to the MN inside the

subnet of the mobile router are routed to the home network of the mobile router. The HA of

the mobile router accepts these packets and tunnels them to the CoA of the mobile router.

Finally, the mobile router decapsulates the IPv6 packets and forwards them to the MN. Vice

versa, IPv6 packets from the MN are tunnelled back via the mobile router to the HA, which

unpacks the original IPv6 packets and forwards them the targeted CN.

4.2.2 Evaluation: Mobile IPv6 in the VANET Scenario

Mobile IPv6 was designed for the mobility support of MNs moving between wireless IPv6

networks. Applied to the VANET scenario, the vehicles act as MNs, the access routers are

the IGWs, and the HAs are maintained by the MoccaProxy. However, Mobile IPv6 cannot be

used to integrate multi-hop ad hoc networks into the Internet. The most fundamental prob-

lem is that most protocol mechanisms in Mobile IPv6 require link-local multicast support.

For example, router solicitations and router advertisements for identifying the access routers

(see previous section) are sent to a link-local multicast address. This feature is harmful in

the VANET scenario in several ways:

´ The use of link-local addresses implies that router advertisements are only transmitted

to the vehicles within the direct transmission range of an IGW. This is in contrast to

the multi-hop property of VANETs.

´ In VANETs, a vehicle typically acts as both a router and an end system. This way, a

vehicle will permanently receive router advertisements from its adjacent vehicles. This

implies that all neighbouring vehicles are access routers to the Internet, too, which is

not true in the VANET scenario.



4.2 Mobile IPv4 77

´ Since each vehicle acts as a router, the use of CoAs co-located with the vehicles impress

a hierarchical address structure for the VANET that can be hardly established and

maintained due to the mobility of the vehicles. This address hierarchy also contradicts

to the notions of ad hoc networking which generally do not suppose any hierarchical

relation between the mobile nodes.

´ The support of multicast is hard to achieve in large VANETs with a high degree of

mobility [108, 109, 110]. It is also very difficult to map the multicast support onto the

geographical address scheme used for communication within the VANET.

The evaluation of Mobile IPv6 for the VANET scenario is summarised in table 4.1. In

general, Mobile IPv6 enables the mobility support for the vehicles. Once a vehicle detects

an access router to the Internet, it can communicate with hosts in the Internet using its CoA.

Mobile IPv6 also supports handovers between IGWs. In this case, the CoA must be reconfig-

ured each time a vehicle changes its IGW to access the Internet. Hence, the ‘Internet Access’

requirement is evaluated with a ‘+’. Mobile IPv6 completely fulfils the ‘Seamless Mobility’

requirement, because an Internet host can communicate with an MN using the home ad-

dress of an MN. Hence, an Internet host can establish a connection to an MN independent

of the current location of the MN.

Internet
Access

Seamless
Mobility

Charac-
teristics

Ad Hoc
Networks

Mobile IPv6

Mobility Support VANET Networking MOCCA
Coopera-

tion

Scalability
&

Efficiency

+ ++ – –– – o – –

Approach

Table 4.1: Evaluation of Mobile IPv6

Mobile IPv6 enables the mobility support of MNs moving between wireless IPv6 net-

works. However, it was not designed for the mobility support of VANETs. The use of

link-local IPv6 addresses prevents the discovery of Internet Gateways in multi-hop environ-

ments. Mobile IPv6 will, thus, only find IGWs situated in the immediate transmission range

of a vehicle. The NEMO enhancements for Mobile IPv6 are also not suitable since they pro-

vide the mobility of the network itself but not of the nodes within this network. Hence, the

‘Ad Hoc Networks’ requirement is not fulfilled. Similarly, Mobile IPv6 does not consider

the characteristics of VANETs: Since it is based on IPv6, it requires an IPv6 address hierar-

chy within the VANET and a respective multicast support. This way, the ‘Characteristics’

requirement is not fulfilled.
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In general, Mobile IPv6 can be integrated into the IPv6-based MOCCA architecture. How-

ever, the mobility binding updates to the CNs may prevent that IP packets are always routed

through the same MoccaProxy. Hence, the ‘MOCCA Cooperation’ requirement is evaluated

with ‘o’. The protocol mechanisms of Mobile IPv6 are neither scalable nor efficient for com-

munication in the VANET scenario. Due to the mobility, the neighbourship between vehicles

changes permanently. Hence, the vehicles permanently have to update their link-local IPv6

addresses to maintain the address consistency of the network. In order to identify new or

better suited IGWs, vehicles permanently have to transmit router solicitations in the VANET.

This causes overhead even when IGWs are not available. If a vehicle finds a more suitable

IGW, the automatic address configuration of IPv6 consumes additional resources [188]. Fur-

thermore, the tunnelling of the IPv6 packets directly to the MN causes additional overhead

within the ad hoc network.

As a result, Mobile IPv6 cannot be used for the mobility management in the VANET sce-

nario. The most fundamental problem is that the protocol mechanisms in Mobile IPv6 are

not suitable for the mobility support of multi-hop ad hoc networks. Since both the router

solicitations and the router advertisements are sent using the link-local multicast addresses,

the IGWs cannot be identified over multiple hops. Moreover, the automatic address con-

figuration in Mobile IPv6 and the discovery of routers using solicitations are not scalable

for large vehicular ad hoc networks. This way, solutions for the mobility management of

VANETs explicitly have to extend Mobile IPv6 to support multi-hop ad hoc networking.

The following section discusses available solutions developed for the mobility support of

ad hoc networks.

4.3 Related Work

Numerous research projects have already investigated solutions for supporting mobility in

multi-hop ad hoc networks. Existing related work is not only concerned with handling

mobility at the lower communication layers, i.e. physical layer, data link layer, and network

layer. A considerable amount of work proposes solutions for the mobility support on the

upper communication layers. Examples are the following:

´ Application Layer: Several approaches handle mobility at the application layer. A par-

ticular example is the intentional naming system proposed by Adjie-Winoto et al.

[189], which identifies an MN by its domain name and maps this name onto the cur-

rent IP address of the MN.

´ Session Layer: Another possibility is to support host mobility at the session layer [190].

Thereby, applications specify their notion of a session by joining related transport layer
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connections. Session layer approaches also handle disconnections and reconnections

in a consistent fashion. An example is SLM, a framework for session layer mobility

management proposed by Landfeldt et al. [191].

´ Transport Layer: Various approaches were developed to handle host mobility at the

transport layer by supporting interfaces-independent transport layer connections. Ex-

amples are mobile sockets [192, 193] or multi-homing protocols like the mobile Stream

Control Transmission Protocol (mSCTP [194, 195]), Multi-homed TCP [196], and Multi-

Homing Translation Protocol (MHTP [197]).

These approaches rely on a topological correct IP addressing scheme in the multi-hop ad

hoc network. However, this is not given in the VANET scenario. Moreover, new transport

layer protocols and session layer protocols typically introduce new programming interfaces,

which require fundamental modifications of existing IP-based applications to adapt them to

the new protocols. Hence, such approaches do not solve the Internet integration of VANETs

sufficiently. For this reason, the further investigation of the related work is focused on net-

work layer approaches for the mobility management of multi-hop ad hoc networks. Several

approaches were proposed for Mobile IP to support mobility in ad hoc networks. This re-

lated work can be classified into three categories:

1. Ad hoc routing extensions.

2. Multicast extensions for Mobile IP.

3. Application-specific enhancements.

The following sections propose and evaluate the three categories using a representative

approach to exemplify the fundamental characteristics of each category. Although other

approaches of the same category might use different protocol mechanisms, they show the

same fundamental strengths and weaknesses. The examination also considers IPv4-based

approaches since they provide interesting protocol mechanisms for the Internet integration

of ad hoc networks.

4.3.1 Ad Hoc Routing Extensions

One possibility for the mobility management in ad hoc networks is to extend the ad hoc

routing protocol to support Mobile IP protocol mechanisms. Ad hoc routing extensions

were developed for Mobile IPv4 only. A basic principle of these approaches is to use IP

broadcasts for the Foreign Agent detection instead of using link-local broadcasts specified in

Mobile IP. Hence, the ad hoc network is flooded with agent advertisements as well as agent



80 4. MMIP6 – Mobility Management in MOCCA

solicitations. The routing protocol has to be modified accordingly to support the respective

IP broadcast functionality. It also must be able to determine whether a host is located inside

or outside the ad hoc network. Several approaches were developed for different ad hoc

routing protocols:

´ Broch et al. [198] extend the Dynamic Source Routing (DSR [43]).

´ Randhawa et al. [199] proposed an extension for the Optimised Link State Routing

(OLSR [200]).

´ Lei et al. [201] describe a general solution for using Mobile IP on top of a proactive

routing protocol.

´ MIPMANET [202] is a routing extension for using Mobile IP together with the Ad Hoc

On-Demand Distance Vector (AODV [44]) routing protocol.

Other approaches developed a completely new ad hoc routing protocol to integrate Mo-

bile IP and ad hoc networks. An example is the Flow-Oriented Routing Protocol (FORP

[203]). In the following, MIPMANET will be used as an example for ad hoc routing exten-

sions, because it addresses issues similar to the VANET scenario like the presence of several

available IGWs (cf. section 2.1).

MIPMANET

MIPMANET is based on Mobile IPv4, i.e. it uses Foreign Agents located on the gateways

to the Internet as illustrated in figure 4.5. A layered tunnelling approach is used for Inter-

net traffic to separate the Mobile IPv4 functionality from the ad hoc routing protocol. This

makes it possible for MIPMANET to provide Internet access with the ability for nodes to

select a suitable FA and to perform handovers between FAs. The discovery of FAs and the

registration procedure are similar to those of Mobile IPv4: The FAs flood the ad hoc network

periodically with agent advertisement messages using IP broadcasts. If an MN misses three

consecutive agent advertisements, it floods the ad hoc network with an agent solicitation

to request the FAs for an agent advertisement. After receiving the agent advertisement, the

MN registers itself with the FA and its HA as specified for Mobile IPv4 (see section 4.2).

Figure 4.5 also depicts the communication flow in MIPMANET. Communication from MN1

to a CN in the Internet is based on tunnelling. If MN1 wants to send an IP packet to the

Internet, it tunnels the packet through the ad hoc network to the FA. The FA unpacks the

IP packet and tunnels the original IP packet to the HA using reverse tunnelling. Finally, the

HA unpacks the tunnelled IP packet and forwards the original packet through the Internet

to the targeted CN.
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Figure 4.5: Communication in MIPMANET

IP packets from a CN in the Internet to the MN are treated like in Mobile IPv4 (cf. figure

4.5). The IP packets are first routed to the HA of the MN, which tunnels them to the FA by

common Mobile IP mechanisms. After unpacking the IP packets, the FA delivers them to

the MN in the ad hoc network. MNs that do not require Internet access will use the ad hoc

network in the common way, because they consider the ad hoc network as a stand-alone

network. As a result, the ad hoc network becomes transparent to Mobile IPv4.

MIPMANET was developed for on-demand routing protocols like AODV or DSR. It re-

quires modifications of the routing protocol to forward IP packets to the FA if the destina-

tion host is not found in the ad hoc network. Moreover, several configuration parameters

in AODV were modified to ensure proper functionality of MIPMANET. The basic protocol

mechanisms of Mobile IPv4 are also implemented in MIPMANET. However, the following

settings of Mobile IPv4 must be adapted to cooperate with MIPMANET:

´ Since multi-hop ad hoc networks do not provide link layer connectivity between all

mobile nodes, the protocols in Mobile IPv4 have to use IP addresses instead of link

layer addresses.

´ In order to reduce the overhead within ad hoc networks, MIPMANET increases the

agent advertisement periodicity in Mobile IPv4 from 1 s to 5 s. If an MN does not

receive any agent advertisements, it broadcasts an FA solicitation to retrieve available

FAs.

An interesting feature of MIPMANET is the introduction of a movement detection mech-

anism that is used if several FAs are available within the ad hoc network. MIPMANET

therefore uses the hop counter as a metric to decide whether an MN should perform a han-

dover or not: An MN should register itself with another FA if it is at least two hops closer to
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Figure 4.6: Movement Detection in MIPMANET

this FA for two consecutive agent advertisements than to its current FA. The example given

in figure 4.6 illustrates this movement detection mechanism. In figure 4.6 (a), all five MNs

are registered with FA1. If MN5 gets in contact with FA2 and receives two consecutive agent

advertisements from FA2, the nodes MN4 and MN5 will decide to handover to FA2 (figure

4.6 (b)) since both nodes are at least two hops closer to FA2 than to FA1. The other three

MNs remain registered with FA1.
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Evaluation

Table 4.2 summarises the evaluation of MIPMANET – and, thus, of ad hoc routing exten-

sions in general – in the context of the requirements defined in section 4.1. MIPMANET

supports the mobility of nodes within the ad hoc network using Mobile IPv4. In contrast

to Mobile IPv6, MIPMANET identifies each MN by its global home address only. This way,

MIPMANET fulfils the two mobility support requirements ‘Internet Access’ and ‘Seamless

Mobility’.

Internet
Access

Seamless
Mobility

Charac-
teristics

Ad Hoc
Networks

Ad Hoc Routing
Extensions

Mobility Support VANET Networking MOCCA
Coopera-

tion

Scalability
&

Efficiency

+ + + + – –+ + – – –

Approach

Table 4.2: Evaluation of Ad Hoc Routing Extensions

With the tunnelling of Internet traffic from the MN to the FA, the ad hoc network becomes

transparent to Mobile IPv4 in MIPMANET. Together with the use of IP broadcasts for agent

advertisements and agent solicitations, the mobility support is possible for multi-hop ad

hoc networks, which fulfils the ‘Ad Hoc Networks’ requirement. However, ad hoc routing

extensions are not compatible to the VANET characteristics for several reasons:

´ The approaches are based on Mobile IPv4 only and an adaptation of the basic protocol

mechanisms to IPv6 is not possible without a complete modification of Mobile IPv6.

´ Due to the high degree of mobility experienced in VANETs, the decreased frequency

of the agent advertisements may cause a long idle time before the FA is identified.

Moreover, the movement detection mechanism requires additional 10 s (i.e. the period

for two advertisements) before a handover to a newly detected FA is performed.

´ Ad hoc routing extensions are highly correlated to the routing protocol used in the

ad hoc network. Hence, a mapping of these extensions to the location-based ad hoc

routing protocol of the VANET might be difficult or even impossible.

´ The movement detection mechanism is not suitable if several IGWs are available. Since

it relies on the number of hops to the FA only, it is too inflexible to find the most suit-

able gateway. Moreover, the number of hops for IP packets in a VANET cannot be

determined, because the location-based routing protocol forwards IP packets trans-

parently and, thus, each vehicle is exactly one IP hop away from the IGWs.
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In general, ad hoc routing extensions can be integrated in the MOCCA architecture to

manage the mobility of the vehicles since they can be configured to route IP packets through

the MoccaProxy. However, these approaches were developed for Mobile IPv4 only; they do

not solve the basic problems of providing mobility support in IPv6-based ad hoc networks.

The ‘MOCCA Cooperation’ requirement is thus evaluated with ‘−’.

Due to the use of Mobile IPv4, ad hoc routing extensions are not scalable. The address

space of IPv4 is not scalable and the overhead caused by agent solicitations to find FAs

increases with the number of vehicles. In case of MIPMANET, the tunnelling of Internet

traffic from the MN to the FA additionally increases the overhead within the VANETs. As a

result, the ‘Scalability & Efficiency’ requirement is not fulfilled.

In summary, ad hoc routing protocol extensions are not a suitable solution for the mobility

management of ad hoc networks. They highly depend on the routing protocol deployed

in the ad hoc network and they are available for Mobile IPv4 only. These characteristics

together with the limited scalability make it almost impossible to deploy such ad hoc routing

protocol extensions in the VANET scenario.

4.3.2 Multicast Extensions for Mobile IP

IP multicast [135, 204, 205, 206] provides a location-independent addressing and IP packet

delivery to a set of hosts that belong to a multicast group. It also provides mechanisms for

hosts to join and leave multicast groups. This way, IP multicast can be combined with Mo-

bile IP to integrate ad hoc networks into the Internet1. The general idea is to use Mobile IP

for the mobility support of the mobile nodes, whereas the discovery of gateways within the

ad hoc networks is based on IP multicast. Several protocols were developed using multicast:

´ The Internet Engineering Task Force introduced a multicast-based discovery of gate-

ways for IPv6-based networks, which extends IPv6, ICMPv6 and Mobile IPv6 to sup-

port global connectivity for mobile nodes [210]. However, this activity was not contin-

ued.

´ MMP (Multicast for Mobility Protocol) published by Mihailovic et al. [211] uses mul-

ticast operation to find FAs in Mobile IPv4.

´ The multicast mobility solution proposed by Tseng et al. [212] additionally takes the

characteristics of ad hoc networks into account. This solution is proposed in the fol-

lowing section as a representative for multicast extensions.

1Approaches which identify a mobile node by an IP multicast group [207, 208, 209] are not discussed further

on, because it is not possible to use TCP over IP multicast in the Internet. Hence, most IP-based applications

cannot be deployed since they rely on TCP.
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A Multicast Mobility Solution

The communication scenario used in [212] is similar to MIPMANET (see section 4.3.1). It

is also based on IPv4 and each gateway between an ad hoc network and the Internet addi-

tionally serves as a Foreign Agent. In this scenario, Mobile IP handles the mobility of the

mobile nodes. The discovery of an FA works in the following way: The FAs periodically

broadcast agent advertisements in the local ad hoc network to advertise their service. Each

FA is associated with a parameter n that defines the service range (in hops) of the FA. The

service range specifies the area in which the FA can be discovered. The limitation of the

number of hops is achieved by setting the time-to-live field in the IP packet to n. This way,

any mobile host within a range of n wireless hops receives the agent advertisements of the

FA and, thus, can register itself with the FA. In the example depicted in figure 4.7, n was set

to two hops and, thus, node MN1 cannot detect the FA.

FA,
Gateway

MN1 MN2 MN3

Solicitation (Multicast, m = 3 hops)

Advertisement (Broadcast, n = 2 hops)

FA: Foreign Agent ▫ MN: Mobile Node

Figure 4.7: FA Discovery using Multicast

If an MN does not receive an agent advertisement for a certain period of time, it sends

a multicast agent solicitation with a time-to-live equal to m hops. This value is gradually

increased in order to avoid broadcast storms within the ad hoc network caused by flooding

[213]. The destination address of the solicitation message is the “all routers” IP multicast

address 224.0.0.2. If n < m and the gateway is less than or equal to m hops away from the

MN, the FA will receive the solicitation and can increase its service range to m hops. For

example, if the solicitation of MN1 in figure 4.7 has a time-to-live of m = 3 hops and FA

uses n = 2 hops, the FA will receive the solicitation and may decide to increase its n to three

hops. In this case, MN1 will also receive the agent advertisements of the FA and will be able

to register itself with the FA and its HA using the Mobile IP registration procedure.
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An alternative deployment of IP multicast to discover FAs completely avoids broadcasts

in the ad hoc network [214]. In this approach, the FAs do not broadcast the ad hoc network

with agent advertisements. If a mobile node joins an ad hoc network, it sends an agent solic-

itation to a pre-defined multicast group, which identifies all FAs within an ad hoc network.

This way, the agent solicitation will be routed to the FAs that joined this multicast group.

Each FA receiving the solicitation responds to the mobile node with an agent advertisement

message using unicast.

Evaluation

Table 4.3 summarises the evaluation of multicast extensions for Mobile IP for being de-

ployed in the VANET scenario. Multicast extensions for Mobile IP were developed with

respect to the mobility support of mobile nodes. The gateway discovery mechanism enables

the deployment of Mobile IP for ad hoc networks; MNs can access the Internet and Internet

hosts can access the mobile nodes using standard Mobile IP. Hence, both mobility support

requirements are fulfilled.

Internet
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Seamless
Mobility

Charac-
teristics

Ad Hoc
Networks

Multicast Extensions

Mobility Support VANET Networking MOCCA
Coopera-

tion

Scalability
&

Efficiency

+ + + + – –+ o – –

Approach

Table 4.3: Evaluation of Multicast-Based Approaches

The gateway discovery of multicast extensions enables the deployment of Mobile IP in

multi-hop ad hoc networks. However, multicast extensions for Mobile IP always require an

ad hoc routing protocol that supports multicast. Hence, the ‘Ad Hoc Networks’ requirement

is fulfilled with limitations only. In contrast, the ‘Characteristics’ requirement is not fulfilled

for two reasons:

´ Current location-based ad hoc routing algorithms for (vehicular) ad hoc networks do

not support multicast.

´ Although multicast-based approaches can be used to discover gateways in ad hoc net-

works, they do not provide a solution to find the most suitable gateway if several

gateways are available simultaneously.
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Although multicast extensions were originally developed for Mobile IPv4 for the purpose

of identifying FAs in ad hoc networks, they can be also used in IPv6-based networks since

multicast is specified for both IPv4 and IPv6. Approaches like [214] even propose a multicast

extension for using Mobile IPv6 in ad hoc networks, so they can be easily integrated into the

MOCCA architecture. However, such approaches do not ensure that IP packets always pass

the MoccaProxy, which is a general drawback of Mobile IPv6 (see section 4.2.1). Thus, the

‘MOCCA Cooperation’ requirement is evaluated with ‘o’.

Multicast support in ad hoc networks is neither scalable nor efficient [108, 109, 110].

Moreover, all approaches basically rely on solicitations to find gateways or FAs if mobile

nodes do not receive any advertisements from them. Sending these solicitations causes over-

head within the ad hoc network even if a gateway is not available at the moment. Hence,

the ‘Scalability & Efficiency’ requirement is not fulfilled.

The most fundamental drawback of multicast extensions for Mobile IP is that they require

the ad hoc routing protocol to support multicast. Since VANETs may become very dense

comprising potentially hundreds of vehicles within the service area of an IGW, multicast-

based routing as well as a flooding of multicast messages does not provide the scalability

and efficiency necessary for the VANET scenario. Hence, a solution based on multicast is

unsuitable for the mobility management in the VANET scenario.

4.3.3 Application-Specific Enhancements

A completely different approach is the deployment of application-specific enhancements

for Mobile IP. Whereas both routing protocol extensions and multicast-based approaches

are implemented at the network layer, the approaches discussed in this section implement

application-specific enhancements to use Mobile IP in ad hoc networks. Two different types

of application-specific enhancements are possible: Application Layer Mobile IP and Service

Discovery Enhancements.

Application Layer Mobile IP

The basic idea of Application Layer Mobile IP is to implement application-specific enhance-

ments to provide Mobile IP functionality in ad hoc networks. These enhancements are inde-

pendent of the underlying ad hoc routing protocol. An Application Layer Mobile IP solution

was proposed by Striegel et al. for Mobile IPv4 [215], which is discussed in this section.

Striegel et al. proposed a gateway model that provides a uniform set of services for mo-

bile nodes. This model is independent of the underlying ad hoc routing protocol, i.e. it

works together with existing ad hoc routing protocols as well as with Mobile IPv4 to pro-

vide seamless Internet access for mobile nodes. Figure 4.8 depicts such a scenario. The basic
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Figure 4.8: Mobile IP with Application-Specific Enhancements

idea is that the gateways announce their service of providing Internet access for the ad hoc

network. In contrast to agent advertisements, the announcements are generated at the ap-

plication layer. The gateway model consists of two modules, an application module and a

node support module. The application module is responsible to route packets between the ad

hoc network and the Internet in the following way:

´ For packets from the Internet, the application module responds to ARP requests and

promiscuously monitors and forwards the IP packets to the ad hoc network.

´ For IP packets from the ad hoc network, the application module has to monitor mes-

sages defined by the gateway services described below.

The node support module of the gateway model is responsible for connecting an MN to

the gateway application module using the gateway services. Hence, each MN that wants to

access the Internet must run the node support module.

In order to implement Mobile IPv4 in ad hoc networks, gateways act as Foreign Agents

for the nodes in the ad hoc network as illustrated in figure 4.8. The FA component of a gate-

way may be independent of the gateway application module itself; gateway discovery and

registration procedure are entirely independent from the mechanisms used in Mobile IPv4.

In order to deploy Mobile IPv4 in the ad hoc network, the gateway model can replace the

FA discovery and the FA registration in Mobile IPv4. Alternatively, it can control these pro-

tocol mechanisms in Mobile IPv4. Both implementation strategies make the ad hoc network
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transparent to Mobile IPv4. Therefore, the application module provides the following four

services similar to Mobile IPv4:

1. Advertisement: A gateway announces its presence within the ad hoc network by send-

ing an advertisement message to the “all nodes” multicast address 224.0.0.1. Similar

to Mobile IP, an MN additionally sends a solicitation message to the “all routers” mul-

ticast address 224.0.0.2 if it does not receive any advertisements for a longer period of

time. The gateways then respond to this solicitation with an advertisement either by

broadcast or by addressing the MN directly.

2. Registration: In order to use the services of the gateway, an MN has to register itself

with the gateway to reserve the necessary resources. Therefore, the MN sends a reg-

istration request to the gateway (based on the information received in the advertise-

ment received), and receives a registration response from the gateway. The registration

process has to cooperate with the registration procedure used in Mobile IP, either by

replacing or by triggering the registration procedure of Mobile IP.

3. Node Location: Since a node may be found outside the ad hoc network, an MN should

be able to query the gateway to determine if the correspondent node can be found

externally or internally.

4. Data: In order to send IP packets to a node found externally in the Internet, the packets

must be appropriately routed to the gateway. Therefore, the IP packets are tunnelled

from the mobile node to the gateway.

With these services, MNs can discover gateways and register themselves with the FAs on

the gateways from within the ad hoc network. Communication in the Internet between FA,

HA, and CN is handled by standard Mobile IP.

Service Discovery Enhancements

In large-scale networks, the configuration and usage of mobile devices could be very dif-

ficult. A new user may have to configure her or his mobile device manually if the device

is not registered with the DHCP server of the new network to obtain a valid IPv4 address

automatically. The use of services within the network, e.g. printing a document on the

nearest printer, requires configuration efforts, too, and is at least annoying to the user. Ser-

vice discovery protocols address these problems. They enable users, mobile devices, and

applications to discover services in a network with a minimum of knowledge.
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The problem of finding IGWs in VANETs is similar to the discovery of services in ad hoc

networks. Although several papers suggest service discovery protocols for finding gate-

ways to the Internet within ad hoc networks [216, 217, 218, 219], none of them proposes a

solution to combine the service discovery protocol with Mobile IP. Currently, various ser-

vice discovery protocols are available such as the Service Location Protocol (SLP [220, 221]),

Universal Plug and Play (UPnP [222]), Jini [223], the Bluetooth Service Discovery Protocol

(SDP [224]), and Salutation [225]. These protocols were developed for different application

scenarios. Hence, their functionality and their requirements are very different [226]. UPnP,

Salutation and the Bluetooth SDP are not relevant for the VANET scenario, because they

were developed for small ad hoc networks and they highly depend on the operating system

(UPnP and Salutation are currently available on Microsoft Windows platforms only) and the

underlying radio technology (Bluetooth SDP). Jini is also not a suitable candidate, because

it requires a central instance that manages the available services within the network. In the

following, SLP will be used to describe the basic service protocol mechanisms; in contrast

to Salutation, SLP originated from the Internet community and, thus, is based on TCP and

UDP natively.

In 1999, the SRVLOC Working Group of the Internet Engineering Task Force standardised

SLP (version 2) in RFC 2608 [220]. SLP for IPv6 followed in RFC 3111 [221]. The very basic

components in SLP are so-called agents, which appear in three types:

1. Service Agent (SA): Service Agents act on behalf of service providers. Their task is to

propagate addresses and characteristics of the provided services.

2. Directory Agent (DA): Directory Agents optionally implement a service directory that

manages the available services within a network. Service Agents therefore have to

register their services with the Directory Agent.

3. User Agent (UA): User Agents are consulted by applications to find specified services

in a network. User Agents therefore communicate with Service Agents and Directory

Agents.

SLP specifies two interaction modes to discover services in ad hoc networks. The first

mode operates without DAs as depicted in figure 4.9. Each SA has to join a predefined

multicast group. If a mobile device requests for a service in the network, the UA running on

the mobile node queries the available SAs directly. It does so by sending a Service Request

(SrvRqst) message to the predefined multicast address. If an SA receives a SrvRqst message,

it will respond to the query with a Service Reply (SrvRply) message directly to the UA using

unicast. The SrvRply message contains information about the service provided by the SA in

the form of a Service URL (Uniform Resource Locator). The Service URL specifies the type
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Figure 4.9: Protocol Interaction of SLP without Directory Agents

and location of a service according to RFC 2609 [227]. This way, the UA receives information

about available services in the ad hoc network from all SAs that received the service request.

A very interesting feature in SLP is the use of attributes describing a service. UAs can specify

attributes in the SrvRqsts to find appropriate services. If an SA receives such a SrvRqst, it

will respond only if its service matches to the specifications in the attributes. For example,

an attribute for a printer may define the room where the printer is installed. If a mobile

user wants to print a document, the User Agent specifies the room number attribute and

receives SrvRplys from all printers in the respective room. This way, the UA is able to send

the document to one of the printers in this room.
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Figure 4.10: Protocol Interaction of SLP using Directory Agents
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The second interaction mode, shown in figure 4.10, deploys one ore more Directory

Agents managing the available services in the network. In this case, each SA within the net-

work has to register its service(s) with the DA using a Service Registration (SrvReg) message

(step 1). The DA acknowledges the registrations with a Service Acknowledgement message

SrvAck in step 2. UAs request services immediately from the DAs. They send a SrvRqst to

the DA (step 3), which replies with the registered services using a SrvRply (step 4). In this

interaction mode, the DAs need to be discovered as described in the first interaction mode.

Alternatively, the IP address of a DA can be configured manually.

The use of Directory Agents is optional in SLP. However, they are recommended to im-

prove the scalability of the available services particularly in large-scale ad hoc networks.

Evaluation

The evaluation of application-specific enhancements for Mobile IP is outlined in table 4.4

for both Application Layer Mobile IP and Service Discovery Enhancements. In general,

application-specific enhancements for Mobile IP support the mobility of devices. Both ap-

proaches enable the Internet access independent of a node’s current location. Since they are

based on Mobile IP for the mobility support, application-specific enhancements also fulfil

the ‘Seamless Mobility’ requirement.

Internet
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Mobility Support VANET Networking MOCCA
Coopera-

tion
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+ + + + – –+ + – – – –
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Table 4.4: Evaluation of Application-Specific Enhancements

Application Layer Mobile IP and Service Discovery Enhancements were both developed

with respect to the mobility support of devices located within ad hoc networks resulting in

a ‘++’ for the ‘Ad Hoc Networks’ requirement. A very basic characteristic of application-

specific enhancements is that they are independent of the underlying ad hoc routing pro-

tocol. However, several drawbacks make application-specific enhancements an unsuitable

solution for being deployed in VANETs:

´ Both solutions rely on multicast support to find Internet Gateways using solicitations.



4.3 Related Work 93

´ They do not handle the problem of finding the most suitable gateway among a number

of available gateways.

´ Application Layer Mobile IP was specified for Mobile IPv4 only and requires a compli-

cated mechanism to decide whether or not a node is located within the ad hoc network.

These mechanisms are not necessary in the VANET scenario where the vehicles form

one logical IPv6 subnet

Hence, Application Layer Mobile IP is evaluated with a ‘−−’ for the ‘Characteristics’

requirement. Since some service discovery protocols are also specified for IPv6, they can be

deployed in VANETs more easily. Hence, the ‘Characteristics’ requirement is rated with ‘−’.

Approaches for Application Layer Mobile IP were specified for Mobile IPv4 only; Striegel

et. al. pointed out that their approach alleviates the transition to IPv6 since the nodes within

the ad hoc network do not necessarily need to support IPv6. However, these approaches

cannot be implemented in the IPv6-based MOCCA architecture: Their mechanisms can-

not be applied for IPv6-based networks and approaches for extending Mobile IPv6 with

application-specific enhancements are not yet available. Hence, the ‘MOCCA Cooperation’

requirement is not fulfilled for Application Layer Mobile IP. Since service discovery pro-

tocols like SLP are also specified for IPv6-based networks, they can be used in MOCCA to

enhance Mobile IPv6 for ad hoc networks. However, the mobility binding updates of Mobile

IPv6 may prevent that the IP packets between vehicles and Internet always pass the Moc-

caProxy. Hence, the ‘MOCCA Cooperation’ requirement is evaluated with ‘o’ for Service

Discovery Enhancements.

Application-specific enhancements are neither scalable nor efficient: Besides the limited

address space of IPv4 for Application Layer Mobile IP, the proposed approaches rely on so-

licitations if a mobile node cannot find a gateway. Hence, overhead even occurs if an Internet

Gateway is not available. The tunnelling of IP packets from the MNs to the gateway is in

contrast to an efficient communication within the ad hoc network, resulting in a ‘−−’ for the

‘Scalability & Efficiency’ requirement for both types of application-specific enhancements.

In general, application-specific enhancements are an interesting approach for mobility

support of VANETs. They support the mobility of nodes organised in ad hoc networks

and they are independent of the ad hoc routing protocol being deployed. However, such

approaches cannot be used in the MOCCA architecture. Application Layer Mobile IP does

not exist for IPv6-based networks and Service Discovery Enhancements do not solve the

problems of integrating Mobile IPv6 into MOCCA for the mobility management. Moreover,

a proposal for using service discovery enhancements together with Mobile IP is currently

not available. Since both types of application-specific enhancements are neither scalable nor

efficient, they are not suitable for the management of mobility in the VANET scenario.
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4.3.4 Discussion of Related Work

Each category of related work comprises several approaches having different advantages

and drawbacks. However, the approaches in each category have the same fundamental

characteristics that can be used for a general evaluation using a representative solution of

each category. Table 4.5 summarises the comparison of the different categories. The evalua-

tion comprises the following basic requirements for the mobility management in the VANET

scenario: mobility support of the nodes, consideration of VANET networking characteris-

tics, cooperation with MOCCA, scalability and efficiency.

Internet
Access

Seamless
Mobility

Charac-
acteristics

Ad Hoc
Networks

Mobile IPv6

Mobility Support VANET Networking MOCCA
Coopera-

tion

Scalability
&

Efficiency

+ ++ – –– – o – –

Approach

Ad Hoc Routing
Extensions

+ + + + – –+ + – – –

Multicast Extensions + + + + – –+ o – –

Application-Layer
Mobile IP

+ + + + – –+ + – – – –

Service Discovery
Enhancements

+ + + + –+ + o – –

Table 4.5: Summary Evaluation for Mobility Management

A general observation is that the proposed categories can be used for the mobility support

of nodes organised in multi-hop ad hoc networks; mobile nodes can access the Internet using

multi-hop communication with an Internet Gateway, and IP packets from the Internet are

dynamically routed to the mobile nodes independent of their current position. However,

a basic problem of all approaches is the lack of scalability and efficiency for the following

reasons:

´ IP Addressing: Most approaches were developed for IPv4-based networks and, thus,

are not able to address all vehicles uniquely. In contrast, IPv6-based approaches re-

quire local IPv6 auto configuration mechanisms, which are hard to implement in ad

hoc networks and which are not considered as scalable (cf. section 4.2.2).

´ Network Structure: The approaches discussed do not consider the ad hoc network as

one logical subnet of the Internet. This does not reflect the structure of networks in the
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context of VANETs. Hence, these approaches have to provide complex and scalable

mechanisms to determine if a mobile node is located within the ad hoc network or

elsewhere in the Internet.

´ Multicast: Despite some few routing extension approaches like, e.g., MIPMANET,

most approaches require a multicast support within the ad hoc networks, which can-

not be designed in a scalable and efficient way for VANETs [108, 109, 110].

´ Solicitations: All approaches rely on solicitations initiated by mobile nodes to find gate-

ways or FAs and are therefore not scalable in the context of large-scale ad hoc net-

works. As a result, overhead even occurs if IGWs are currently not available.

Another interesting observation is that none of the solutions for the mobility manage-

ment of vehicles can be properly integrated with the MOCCA communication architecture.

Most approaches were developed for the mobility support of IPv4-based multi-hop ad hoc

networks. Hence, these approaches cannot be integrated into the IPv6-based MOCCA archi-

tecture. There are also approaches in each category based on IPv6. However, these solutions

have the problem that Mobile IPv6 in general does not ensure that the communication flow

between VANET and Internet always passes the same proxy.

Finally, the related work does not consider the VANET networking characteristics suffi-

ciently. Especially routing extensions and multicast-based approaches are highly correlated

with the ad hoc routing protocol deployed in the VANET. This correlation aggravates their

deployment in the VANET scenario using a location-based routing protocol. Furthermore,

the selection of the most suitable IGW plays a minor role in the related work. Only a few

approaches like MIPMANET introduce algorithms to select an appropriate gateway if sev-

eral gateways are available simultaneously. These algorithms only consider the number of

hops to the gateway. However, in the VANET scenario several parameters are more impor-

tant for selecting the most suitable gateway. Examples are the current number of users and

the utilisation of the gateway, the position of the gateway, user preferences, or the distance

to the gateway. These parameters cannot be considered by existing approaches, since these

approaches cannot be extended accordingly.

The examination of related approaches showed that they are not suitable to manage the

mobility of vehicles organised in VANETs; a novel solution is necessary to fulfil all require-

ments. The following section presents such a solution.
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4.4 MMIP6

MOCCA deploys a mobility management protocol called MMIP6 (MOCCA Mobile IPv6),

which handles the mobility of vehicles in the VANET. MMIP6 is based on the principles of

Mobile IPv4, but was designed to support IPv6-based mobile nodes organised in ad hoc

networks. In contrast to related work on mobility support for ad hoc networks, MMIP6 was

specifically developed with respect to the VANET scenario, i.e. the protocol mechanisms

take into account the characteristics of VANETs described in section 2.2. This section in-

troduces MMIP6 and its protocol mechanisms. The formats of the protocol data units in

MMIP6 are specified in appendix B.

4.4.1 Protocol Overview

In MOCCA, all vehicles in the VANET form one single IPv6 subnet connected to the Internet

via Internet Gateways. From a logical point of view, the MoccaProxy provides access to this

vehicular network, which is called the VANET cloud (cf. section 3). In this scenario, each

vehicle is identified by a globally unique and permanent IPv6 address. A very important

feature of MMIP6 is that it relies on this global IPv6 address only, i.e. the vehicle always

uses this IPv6 address for its communications. MMIP6 consequently avoids link-local and

site-local IPv6 addresses. This way, it does not require stateful or stateless automatic address

configuration used in IPv6, which conserves bandwidth resources in the ad hoc network.

FA CN

HA

MN

Ad Hoc Network

CN: Correspondent Node ▫ FA: Foreign Agent ▫ HA: Home Agent ▫ MN: Mobile Node

Figure 4.11: Agent-Based System of MMIP6

In order to manage the mobility of vehicles, MMIP6 deploys an agent-based system sim-

ilar to Mobile IP. Thereby, a Home Agent represents each MN in the Internet, as illustrated

in figure 4.11. In contrast to Mobile IPv6, MMIP6 reintroduces the functionality of Foreign
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Agents representing MNs in the foreign ad hoc network using care-of addresses (CoAs).

This agent-based architecture is combined with the proxy-based architecture of MOCCA:

From a topological point of view, the IPv6 addresses of the vehicles are located at the Moc-

caProxy, i.e. the MoccaProxy maintains the HAs of the vehicles (cf. figure 4.12). This way,

the MoccaProxy acts as a representative for the vehicles in the Internet and is therefore able

to manage the mobility of vehicles. The FA functionality is located at the IGW, i.e. each IGW

maintains an FA and, thus, represents a vehicle in the VANET by associating the vehicle

with its CoA.

VANET IGW,
FA

Internet CNMoccaProxy,
HA

IGW
Network

FA: Foreign Agent ▫ HA: Home Agent ▫ IGW: Internet Gateway
VANET: Vehicular Ad Hoc Network

Vehicle

Figure 4.12: Communication Flow in MMIP6

If a vehicle discovers a new FA as described in section 4.4.2, it first has to register itself

with both the new FA and its HA in order to communicate with Internet hosts (see section

4.4.3). This way, the MoccaProxy always knows the current CoA of the vehicle and, thus, the

IGW that can be used to communicate with the vehicle. Figure 4.12 illustrates the routing of

IPv6 packets in this scenario between a vehicle and a CN in the Internet2:

1. If a CN wants to send IPv6 packets to a vehicle, it always uses the global IPv6 address

of the vehicle. Hence, the IPv6 packets are routed through the Internet to the HA of

the vehicle maintained by the MoccaProxy.

2. The HA in the MoccaProxy receives the IPv6 packets on behalf of the vehicle and tun-

nels them to the CoA the vehicle is currently registered with. This way, the packets are

2For a better clarification, this scenario assumes IPv6-based communication between correspondent node in

the Internet and vehicle. Using IPv4 for the CN with respective translation mechanisms in the MoccaProxy is

described in section 3.2.1.
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routed to the IGW currently used by the vehicle. For the tunnelling, MMIP6 uses ei-

ther IPv6-in-IPv4 tunnelling [125, 126, 127] or IPv6-in-IPv6 tunnelling [175] depending

on the technology supported by the IGW network.

3. The FA on the IGW unpacks the encapsulated IPv6 packets and forwards them to the

vehicle using the location-based ad hoc routing protocol of the VANET.

Conversely, a vehicle that wants to send IPv6 packets to a CN first has to decide whether

the packets should be delivered to another vehicle in the VANET or to a CN in the Internet.

This can be easily done by comparing the IPv6 prefix of the destination address with the

prefix specified for the VANET, because all hosts in the VANET cloud share one common

IPv6 prefix. If a vehicle wants to send IPv6 packets to a CN in the Internet, the packets will

be delivered to the IGW that maintains the FA the vehicle is currently registered with. This

mechanism is similar to communication in IPv6-based LANs where IP packets to the Inter-

net are sent to a “default gateway”. At the IGW, the outgoing IPv6 packets are accepted by

the FA that tunnels the IPv6 packets back to the HA using reverse tunnelling [169]. Finally,

the HA unpacks the tunnelled IPv6 packets and forwards them to the CN addressed in the

original IPv6 packet. Therefore, all IP packets are implicitly routed via the MoccaProxy.

Although the use of Foreign Agents in MMIP6 seems to be a step backwards towards

Mobile IPv4, it is an indispensable feature of MMIP6 to manage the mobility of vehicles in

the VANET. FAs avoid the use of link-local addresses as well as co-located CoAs for the

vehicles and shift potential tunnelling overhead from the VANET into the IGW network.

Additionally, the FAs enable the deployment of IPv4 tunnels in the IGW network. This way,

even the IPv4-based Internet can be used for communication between HA and FA. The use

of reverse tunnelling from an FA to its HA is necessary to ensure that all IPv6 packets from a

vehicle to a CN in the Internet pass the MoccaProxy. This is a mandatory feature for splitting

up the transport layer connection as is described in chapter 5.

4.4.2 DRIVE – Discovery of Internet Gateways

An important challenge in MMIP6 is the discovery of IGWs in the VANET, which maintain

the Foreign Agents for the vehicles. The existing approaches discussed in section 4.3 are ba-

sically reactive, i.e. a mobile device looking for a gateway to the Internet has to “initiate” the

discovery process3. Applied to the VANET scenario, vehicles permanently have to discover

new IGWs to achieve a consistent view on the varying topology of the VANET. Depending

on the routing algorithm, the multi-hop capability of the VANET may multiply this effect.

3Although many approaches deploy advertisements to announce their services, they always require solicita-

tions from the mobile nodes.
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IGW1 IGW2

V

: Solicitation Message ▫ IGW: Internet Gateway

Figure 4.13: Reactive IGW Discovery in the VANET Scenario

For example, if the position of an IGW cannot be determined, the location service of the

routing algorithm needs to flood the VANET locally to resolve the IPv6 address of the IGW

onto its location [117]. This worst-case scenario is illustrated in figure 4.13 where a vehicle V

initiates the discovery of an IGW. The solicitation of V will be reproduced in the multi-hop

ad hoc network along the arrows until it finally reaches at the available gateways IGW1 and

IGW2. These solicitations will be sent out periodically by each vehicle, even if IGWs are not

present in the VANET.

MMIP6 uses a novel IGW discovery protocol called DRIVE (Discovery of Internet Gate-

ways from Vehicles). DRIVE was developed to find the most suitable Internet Gateway in

large-scale multi-hop ad hoc networks. It is based on service discovery protocol concepts for

ad hoc networks. According to the categories derived in section 4.3, DRIVE can be classified

in the following way:

´ Application-Specific Enhancements: MMIP6 combines the mobility management with

DRIVE running on the application layer. Since DRIVE implements service discovery

concepts, it belongs to the subcategory ‘Service Discovery Enhancements’.

´ “Inverse” Ad Hoc Routing Protocol Extensions: Instead of modifying the routing protocol,

DRIVE adapts its provided services to the ad hoc routing protocol.

The service discovery process in DRIVE comprises two functional tasks proposed in the

following sections: the discovery of available IGWs and the selection of the most suitable

gateway. A detailed description of message formats and the prototype implementation is

given in appendix C.
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Finding Available Internet Gateways

The key concept of DRIVE is that it completely avoids the reactive approach used in tra-

ditional service discovery protocols. Thereby, the behaviour of users (vehicles) and service

providers (Internet Gateways) are exchanged: IGWs do not wait for requests from the ve-

hicles. Instead, IGWs themselves announce their service of providing gateway and Foreign

Agent functionality proactively. Vehicles looking for an IGW are passive, i.e. they do not

discover the IGWs actively. This kind of discovery process will be called “passive discovery”

further on.

IGWsVANETVehicle

MMIP6 Cache

Service Agent
(In-Vehicle) SA Announcements

SA Announcements

Service Agent
(IGW)

Service Agent
(IGW)

: SA Announcements ▫ DRIVE: Discovery of Internet Gateways from Vehicles
IGW: Internet Gateway ▫ VANET: Vehicular Ad Hoc Network ▫ MMIP6: MOCCA Mobile IPv6

DRIVE

1. 3.
2.

Figure 4.14: DRIVE Discovery Process

In DRIVE, a Service Agent (SA) represents the FA functionality of an IGW and therefore

the service of providing Internet access. In order to enable passive discovery, DRIVE splits

up the SA functionality into two distributed functional units as illustrated in figure 4.14.

The first unit is located at the IGWs, and the second unit resides within the vehicles. The

IGW unit of the SA periodically announces the IGW service of providing gateway and FA

functionality in a locally restricted area around the IGW. It therefore transmits Service Agent

Announcements (SA Announcements) into the VANET that are distributed among the vehi-

cles in this restricted area by the VANET routing protocol. The local restriction is achieved

by specifying the geographical region where the location-based routing protocol has to dis-

tribute the SA Announcements. Alternatively, the distribution of SA Announcements can

be restricted by limiting the number of hops SA Announcements are propagated.
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The in-vehicle unit of the SA represents the IGW functionality within a vehicle. It there-

fore receives the SA Announcements from available IGWs, extracts the information con-

tained in them and caches the information locally. Due to the periodicity of the SA An-

nouncements, a vehicle is able to infer whether an IGW is available or not: if the SA An-

nouncements of an IGW fail to appear after the specified announcement period, the service

will be either unavailable, or a relaying vehicle discarded the SA Announcements, e.g. be-

cause of irreparable transmission errors. In DRIVE, this value was set to two times of the

transmission frequency of the SA Announcements. In this case, the orphaned cache entry

of the IGW will be removed from the in-vehicle SA. Hence, the cache contains information

about the IGWs currently available in the VANET.

From the MMIP6 point of view, the discovery of an FA is reduced to a search in the

local cache as shown in figure 4.14. Therefore, MMIP6 periodically polls the cache to detect

modifications4. If so, the following three steps are performed:

1. In the first step, MMIP6 queries the in-vehicle SA for a new IGW (and, thus, its FA).

2. The in-vehicle SA searches the local cache. If the search is successful, the Service Agent

will respond with the respective IGW. Otherwise, DRIVE assumes that an IGW is cur-

rently not available.

3. Finally, the result is returned to MMIP6 in step 3.

In contrast to existing approaches, DRIVE prevents copious transmissions of service re-

quests from the vehicles. Figure 4.15 visualises the differences between reactive approaches

used in traditional service discovery protocols and the passive discovery approach deployed

in DRIVE. Whereas the number of messages transmitted for traditional service discovery ap-

proaches in figure 4.15 (a) depends on the number of vehicles, the transmitted messages in

DRIVE are proportional to the number of IGWs (figure 4.15 (b)). This figure also shows that

the overhead caused by both methods is determined by the rate of the SA Announcements

and the Service Requests as well as the routing protocol used in the VANET. This aspect

is discussed in section 4.5.1. Another important benefit is that multicast traffic is not gen-

erated in the VANET since the SA Announcements in DRIVE use geocast (or hop-limited

broadcast) transmission only [228]. The overhead for the discovery of IGWs in DRIVE is

correlated with the location of the services. This way, overhead occurs only in the service

area of an IGW: In traditional service discovery protocols, vehicles permanently have to scan

4An alternative implementation strategy may be a notification of MMIP6 if the cache was modified. This may

reduce the in-vehicle processing overhead, but requires fundamental modifications and additional interfaces

in the MMIP6 implementation. However, it does not affect the communication performance and signalling

overhead in the VANET.
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IGW1 IGW2IGW1 IGW2

(a) Active Service Discovery (b) DRIVE

DRIVE: Discovery of Internet Gateways from Vehicles ▫ IGW: Internet Gateway

Figure 4.15: DRIVE Discovery Process

their environment for (newly) available IGWs in order to find better-suited alternative IGWs

– even if IGWs are not available. In DRIVE, the proactive SA Announcements generate net-

work load, too. However, this overhead occurs in a locally restricted area only since the SA

Announcements only attain to the vehicles within the service area of an IGW.

Selection Process

In the VANET scenario, the cache of the in-vehicle SA possibly contains entries of several

available IGWs. Some of them might be within the immediate transmission range of the

vehicle, or they might be accessible through several vehicles driving in front of or behind

one particular vehicle. In this situation, DRIVE has to select the “most suitable” IGW to be

used. The outcome of this selection process significantly influences the quality of service

experienced by the applications while using the selected gateway for Internet access. For

example, selecting an IGW that resides within the direct radio transmission range of a vehi-

cle will help to keep the communication delay between vehicle and IGW low. However, it is

very likely that a new IGW must be discovered after driving out of the transmission range

of the current IGW, leaving the vehicle with a potential period of disconnection.

In order to be able to make an optimised selection, the decision process has to consider

the quality of service expectations of the applications. Therefore, DRIVE uses a flexible and

extensible classification scheme to estimate these expectations. For example, the classifica-

tion scheme of the DRIVE prototype implementation comprises the properties interactivity,

streaming and real-time as described in appendix C.2. In the following, n specifies the num-
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ber of different classifications for the application properties. Besides the requirements of

applications, the selection mechanism in DRIVE also takes into account various sources for

state information. For example, vehicles are able to determine the current traffic density

based on information from other vehicles in their vicinity. IGWs provide additional state

information related to the Internet access service. SA Announcements therefore carry addi-

tional information by means of attributes describing the provided service. Examples are:

´ The current number of vehicles registered with the FA on an IGW.

´ The utilisation of an IGW’s available bandwidth.

´ The geographical position of an IGW.

´ Additional location-based services provided by the IGW.

The geographical position of the IGW is a very interesting information, which is used to

estimate the duration of a connection as well as the communication delay between vehicle

and IGW. Further parameters might also be relevant for the selection process depending on

the nature of future applications deployed in the VANET scenario. These parameters can be

easily integrated in DRIVE as described in appendix C.

The selection of the most suitable IGW cannot be performed with traditional mathemat-

ical methods. It is almost impossible to formalise typical traffic scenarios since the move-

ments of vehicles depend – among other factors – on the behaviour of their human drivers.

Without a detailed model of the scenario, predictions are only possible at a very high level of

abstraction. Hence, DRIVE uses a fuzzy-logic-based approach [161, 160] to carry out the se-

lection process. Fuzzy-logic-based approaches allow the formulation of coherences on very

high levels of abstraction. This makes them suitable candidates for the process of selecting

the most suitable IGW. A detailed discussion about the suitability of fuzzy logic for this de-

cision process in DRIVE can be found in [229, 230, 231]. The fuzzy logic system in DRIVE

implements three steps as illustrated in figure 4.16. In the first phase, a number of fuzzy

engines process the available state information received from all available sources in order

to predict the expected quality of service for each individual IGW. The expected quality of

service is represented by expected values for communication-based parameters. Examples

include the expected bandwidth, the expected number of users, or the expected packet loss

rate. These predictions are very important for the decision process, because applications are

more interested in the expected communication behaviour than in the current communica-

tion performance.

The second phase of the DRIVE decision process implements further fuzzy engines to

evaluate the predicted quality of service by means of the application requirements. Assum-
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Figure 4.16: DRIVE’s two-step Selection Process

ing n application classes, the fuzzy engine calculates the suitability of an IGW for each ap-

plication class i (1 ≤ i ≤ n). The defuzzification using the centroid method [160] maps the

suitability for each application class onto a numerical result si ∈ [0, 1]. Thereby, 1 represents

perfect suitability whereas a value of 0 indicates that an IGW is unsuitable for that particular

application class. Finally, the third step calculates the overall suitability s for each IGW by

computing a weighted average of the si. Thereby, weight wi(1 ≤ i ≤ n and ∑i wi = 1) for an

application property i expresses the preferences of the user for this application class. Hence,

the overall suitability s is determined as follows:

s =
1
n
·

n

∑
i=1

wisi (4.1)

The result of this process is a list of available IGWs ordered by the overall suitability of the

individual IGWs. DRIVE then returns information about the IGW with the highest overall

suitability back to MMIP6. If this IGW is different from the one currently used, MMIP6 will

perform a handover to the more suitable IGW as described in the following section. A high

IGW density may introduce handover oscillations since the decision process is performed

individually by each vehicle. This way, additional filters may be necessary to minimise

such oscillations. This aspect is not considered further on since suitable filters are basically

determined by the characteristics experienced in a real-world deployment of a VANET.
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4.4.3 Handover Procedure

After the discovery of a more suitable IGW, the vehicle will handover its connections to the

new IGW by initiating a registration procedure. Therefore, the vehicle has to register itself

with both the new FA and its HA as illustrated in figure 4.17. The registration procedure

is based on two messages, a registration request and a registration reply, and comprises the

following four steps:

1. The vehicle sends a registration request to the FA on the prospective IGW to initiate

the registration.

2. The FA processes the registration request and updates its internal list of visitors. Af-

terwards, it relays the registration request to the HA.

3. The HA processes the registration request by updating its mobility bindings and re-

sponds with a registration reply message to the FA to grant or to deny the request.

4. Finally, the FA processes the registration reply message and relays it to the vehicle to

inform it of the disposition of its request.

[time]

Vehicle Foreign
Agent

Home
Agent

Registration Request

Registration Request

Registration Reply

Registration Reply

Figure 4.17: Registration Procedure in MMIP6

The specification of the message formats is given in appendix B. After the registration

process has been finished successfully, the handover to the new FA is complete and commu-

nication between vehicle and Internet can be continued.
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Due to the mobility of the vehicles, registrations with an IGW may become orphaned.

For example, if a vehicle performs a handover to a new IGW, the former IGW still holds

the vehicle in its list of visitors. The implementation of a deregistration mechanism with an

IGW is not a suitable solution, because a vehicle may loose the contact to an IGW at any

time and is therefore not able to explicitly deregister itself with the IGW. In order to avoid

orphaned registrations, MMIP6 deploys a soft state approach similar to the design in Mobile

IPv4. Thereby, the IGWs hold a soft state for the lifetime of a registration. If the lifetime of

a registration expires, the IGW will delete the respective registration entry in its visitor list.

The vehicle also has to hold this soft state for its registration. Before the lifetime of the state

expires, the vehicle has to renew the registration with its current Foreign Agent. The lifetime

is specified in the registration request message (see appendix B). In standard Mobile IPv4,

the default value for the lifetime is set to 1800 s. MMIP6 does not use static values for the

lifetime. Instead, MMIP6 dynamically determines the lifetime by calculating the estimated

time the vehicle travels through the service area of an IGW. The lifetime can be approximated

by dividing the diameter of the service area of the IGW through the current speed of the

vehicle. This dynamic calculation reduces the number of renewals for the registration; in

the best case, exactly one registration is necessary while travelling through the service area

of an IGW.

In order to avoid vulnerabilities by non-authorised vehicles or devices, both registration

request and registration reply messages can be authenticated. The authentication scheme

is similar to the concept specified for Mobile IPv4 but uses the global IPv6 addresses of

the vehicles instead of IPv4. Thereby, each vehicle, Foreign Agent, and Home Agent are

able to support a mobility security association for mobile entities. Further details on the

authentication scheme can be found in [145].

4.4.4 Optimisations

The basic protocol mechanisms of MMIP6 have been further optimised for the VANET sce-

nario. The optimisations described in this section improve the connectivity between vehicles

and reduce both the signalling overhead of MMIP6 and the overhead for communication be-

tween vehicle and IGW.

Home Address Forwarding

An important optimisation is the “Home Address Forwarding” resulting from the coopera-

tion between the global IPv6-based address scheme and the location-based routing protocol.

Figure 4.18 depicts this situation. If an IP-based application of vehicle V1 wants to commu-

nicate with another vehicle V2, the location-based routing protocol will try to find out the
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Figure 4.18: Home Address Forwarding

geographic position of V2 (see section 2.1.1). If multi-hop communication is not possible

between V1 and V2, e.g. due to a broken link in the route between V1 and V2, the routing

protocol will not be able to provide the position of V2. In this case, the Home Address For-

warding in MMIP6 forwards the IPv6 packets from V1 to the IGW that maintains the current

FA of V1. Therefore, it temporarily modifies the location table in order to route the IP pack-

ets for the unreachable vehicle to the FA. The FA then accepts the IP packets and tunnels

them to the HA of V1 (denoted as HA(V1)), which unpacks the IPv6 packets and forwards

them to the targeted destination address, i.e. to the IPv6 address of V2. The IPv6 packets are

then routed to the Home Agent of V2 since the IPv6 address of a vehicle always represents

the vehicle in its home network5. The HA of V2 treats the IPv6 packets like packets from

the Internet, i.e. they are tunnelled from HA(V2) to the current FA of V2, which unpacks the

IPv6 packet and forwards them to V2.

This way, the Home Address Forwarding enables the communication between two dis-

tant vehicles connected to the Internet via different IGWs.
5This example assumes that HA(V1) and HA(V2) are located at different MoccaProxies (cf. section 3.1.1).

Obviously, they can also be located at the same MoccaProxy.
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Hierarchical Mobility Management

A second optimisation is the deployment of a hierarchical IPv6-based micro-mobility man-

agement similar to Hierarchical Mobile IPv4 [232]. This mechanism relieves the MoccaProxy

from the flood of registration requests and improves the handover latency. Typically, the

MoccaProxy maintains the Home Agents for several vehicles, e.g. for all vehicles from one

car manufacturer. This way, the MoccaProxy has to process the incoming registration re-

quests of all these vehicles. Moreover, the distance between the Internet Gateways and the

MoccaProxy might become large. For example, if a vehicle performs handovers in a foreign

country, the registration request must be processed in its Home Agent far away resulting in

a handover latency of possibly several seconds.

In order to relieve the MoccaProxy and to improve the handover latency, MMIP6 allows

the deployment of a hierarchy of Foreign Agents in the IGW network as exemplified in

figure 4.19. Each FA implements parts of the Home Agent functionality and stores local

mobility bindings for the vehicles. The FAs on the lowest layer, i.e. the FAs located on the

IGWs, are called LFAs (Lowest Foreign Agents), the FAs following immediately after the

HA are the HFAs (Highest Foreign Agents). Foreign Agents between HFAs and LFAs in

this hierarchy are called IFAs (Intermediate Foreign Agents). If a vehicle registers itself the

first time with an LFA, the registration request passes up the hierarchy until it reaches the

HA. Thereby, each FA along that path to the HA establishes a mobility binding for the IPv6

address of the vehicle with the previous FA.

For example, the vehicle in figure 4.19 is first registered with LFA1 and, thus, with IFA1,

HFA1, and the HA. If the vehicle performs a handover to LFA2 and initiates a registration

procedure, each FA on the path along the hierarchy to the HA first checks if it has a mobility

binding for the IPv6 address of the vehicle. The first FA with such a mobility binding re-

sponds with a registration reply message and updates its mobility bindings accordingly, i.e.

IFA1 in figure 4.19. This way, the registration request of the vehicle is processed in LFA2 and

IFA1 only. Mobility binding updates for the upper-layered HFA1 and the HA in the hierar-

chy are not necessary. This way, the latency of a handover can be reduced if a vehicle hands

over its connections between two LFAs connected to the same IFA or HFA. Further details

about the hierarchical micro mobility management of MMIP6 and its implementation can

be found in [233].

Efficient IGW Address Resolution

MMIP6 additionally improves communication efficiency by minimising the routing protocol

overhead. In the VANET scenario, the ad hoc routing protocol forwards data based on the

location of vehicles. Before a vehicle is able to send data to a corresponding node in the
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HA

LFA1 LFA2 LFA3 LFA4 LFA5 LFA6 LFA7 LFA8

IFA4IFA3IFA2IFA1

HFA1 HFA2

HA: Home Agent ▫ HFA: Highest Foreign Agent
IFA: Intermediate Foreign Agent ▫ LFA: Lowest Foreign Agent

Figure 4.19: Hierarchical Micro Mobility in MMIP6

Internet, the routing protocol first has to determine the geographical position of the IGW in

order to be able to route the data properly (see section 2.1). For example, the location-based

ad hoc routing algorithm in FleetNet has to query the location service for the position of the

respective IGW. Hence, a “start-up phase” may occur before the transmission of data from

the vehicle to the IGW.

However, the SA Announcements of the DRIVE protocol already contain information

about the geographical position of IGWs in order to determine the distance between vehicle

and IGW. Since IGWs are static and do not change their position, the vehicles can use this

information to improve the latency caused by the location-based routing protocol. If MMIP6

decides to handover to a more suitable IGW, the handover procedure is extended in the

following way:

1. The vehicle initiates the registration procedure.

2. After receiving a positive registration reply message from its HA, the vehicle updates
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its location table with the location of the new IGW. The location table contains map-

pings between the IPv6 addresses of vehicles and IGWs in the VANET and their cur-

rent positions.

3. Finally, MMIP6 updates its internal default gateway to the Internet with the IPv6 ad-

dress of the new IGW, which completes the handover procedure.

If the vehicle sends IP packets to an Internet host through the new IGW for the first time,

the location-based routing protocol will forward the data immediately since it will find an

updated position for the IGW in its location table. Hence, the ad hoc routing protocol does

not require a location update and, thus, avoids potential start-up phases before sending data

to the Internet.

Further Optimisations

Both the handover performance and the selection of the most suitable IGW can be improved

further on. Vehicles may be equipped with a navigation system providing a road map.

Together with the destination, the navigation system dynamically calculates the optimal

route and guides the driver to the desired destination. The navigation system may also

comprise a dynamically updated map of installed Internet Gateways. This way, a vehicle

has additional situation awareness and can provide predictions about its future movements,

which can be utilised by MMIP6 in the following ways:

´ The selection process of DRIVE can consider the IGW map in order to determine the

most suitable IGW more accurately.

´ The handover procedure itself can be improved, for example by using pre-registrations

with a new IGW via the old IGW if the vehicle predicts both a temporary disconnection

and potential IGWs in advance.

There is noticeable work on improving handovers with location-awareness [203, 234, 235,

236]. However, this aspect is not described in any more detail since it first assumes the

availability of a navigation unit and a road map in the vehicle and second it is not vital for

the Internet integration of VANETs.

MMIP6 also notifies the MOCCA transport layer in case of specific events such as a pend-

ing handover. This information is processed by the MOCCA transport protocol in order to

react appropriately to potential short-term packet losses due to the handover. This aspect is

seized in chapter 5.



4.5 Evaluation 111

4.5 Evaluation

This section evaluates MMIP6 in a quantitative and a qualitative way in order to determine

the efficiency and suitability of MMIP6 in the VANET scenario. In the quantitative eval-

uation, the performance of DRIVE and MMIP6 is derived mathematically and compared

with the performance characteristics of related work. The results are also an important in-

put parameter for the overall evaluation of the MOCCA architecture described in chapter 6.

Finally, a qualitative evaluation determines the suitability of MMIP6 for being deployed in

the VANET scenario.

4.5.1 Quantitative Evaluation of DRIVE

DRIVE was designed to discover IGWs in VANETs in a scalable and efficient way. Hence,

the quantitative evaluation in this section has two major goals:

1. Determine the bandwidth requirements for the IGW discovery.

2. Comparison with traditional discovery methods.

Related approaches implement different mechanisms for the discovery of IGWs and,

thus, have different strengths and weaknesses. However, a fundamental principle of these

approaches is the active discovery of the IGWs where vehicles actively have to discover

their environment for available IGWs. The active discovery basically results in similar per-

formance characteristics for these approaches. In order to compare DRIVE with active dis-

covery approaches, the Service Location Protocol SLP (see section 4.3.3) is used as a rep-

resentative. The SLP extension for Mobile IP belongs to the category of application-specific

enhancements, which was proved to be the most suitable solution of all competing protocols

with respect to the discovery of IGWs (see section 4.3.4).

The evaluation considers bandwidth requirements for the discovery of IGWs only; it does

not take into account CPU and memory requirements. These requirements basically depend

on the target platform and the software used for the implementation. Although they are not

yet specified and standardised for automotive environments, the hardware is expected to be

powerful since requirements regarding both power supply and physical space for the hard-

ware are fulfilled in vehicles. Moreover, the evaluation only considers application-specific

characteristics; the overhead caused by lower communication layers was not considered

since it varies from the protocols being deployed on the lower layers.
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Initial Considerations

Being radio-based, the VANET represents a physical broadcast medium. If a vehicle sends a

data packet, the other vehicles in the radio transmission range will receive this packet. Vice

versa, a vehicle receives every packet transmitted in its radio transmission range. This way,

the average required bandwidth Bw in bits per second is determined by

Bw = R · P (4.2)

where R is the number of packets a vehicle receives and P is the packet size. A basic problem

is to determine R appropriately since it depends on the way a packet is forwarded and

distributed in the VANET. Thereby, the ad hoc routing protocol plays a fundamental role.

This evaluation assumes two routing approaches reflecting the best-case scenario and the

worst-case scenario as illustrated in figure 4.20:

´ Optimal Routing: An optimal routing protocol minimises the number of transmissions

necessary to forward a packet to its destination. In the example given in figure 4.20 (a),

only the neighbouring vehicle V2 forwards the data packet towards the IGW. This

way, a vehicle receives a message up to two times: from the previous forwarder of the

packet, and from the next forwarder of the packet6.

´ Flooding with Duplicate Detection: Flooding means that every vehicle forwards the pack-

ets it receives. Data packets are distinguished from each other by a sequence number.

If an incoming packet has the same sequence number as an already forwarded packet,

the packet will be dropped in order to avoid circulating packets [237]. Hence, a data

packet from vehicle V1 to the IGW in figure 4.20 (b) is forwarded by every vehicle.

Both routing protocols assume that vehicles and IGW use the same radio transmission

range. The best-case scenario and the worst-case scenario considered for the evaluation

represent an upper and lower boundary for the performance of an ad hoc routing proto-

col being deployed in a real-world VANET scenario. In contrast to the routing protocol,

the IGW discovery protocol determines the number of transmitted messages. In case of

traditional approaches like SLP, every vehicle transmits service request messages periodi-

cally. The number of transmitted messages in a geographical area is, thus, proportional to

the number of vehicles within this area. The latter parameter is determined by the traffic

density ρ. The following considerations assume a motorway or a rural area, in which ρ rep-

resents the number of vehicles per km and lane7. On a street segment of l km length with

6Exceptions are the vehicles at the border of the service area: they only receive data packets once.
7This definition is useful for the consideration of “longer” street segments. In other scenarios like a city, a

more suitable definition of ρ would be the number of vehicles per km2.
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V1V1

IGWIGW

(b) Flooding with Duplicate Detection(a) Optimal Routing

V2

Figure 4.20: Best-Case Routing vs. Worst-Case Routing

nlanes lanes (including oncoming traffic), the number of vehicles nveh can be estimated by

nveh = ρ · l · nlanes (4.3)

In DRIVE, the number of transmitted messages is proportional to the number of IGWs

transmitting the SA Announcements periodically. The SA Announcements are distributed

in a geographical area lgeo of each IGW, which represents the size of its service area. There-

fore, the number of transmitted messages is independent of the traffic density in this area.

In order to completely cover an area, the distance between two neighbouring IGWs may not

be larger than two times of their radio transmission range rradio. Hence, on a street segment

of l km the minimum number of IGWs nIGW is determined by

nIGW =
l

2 · rradio
+ 1 (4.4)

DRIVE versus Traditional Discovery

With these initial considerations the bandwidth requirements Bwtrad,opt for traditional ap-

proaches like SLP using the optimal routing can be estimated. From equations 4.2 and 4.3

follows that the upper bound of the required bandwidth Bwtrad,opt for traditional discovery

protocols in case of optimal routing is defined by the following estimation:

Bwtrad,opt = Rtrad,opt · Ptrad

= Rtrad,opt · PSrvRqst

= Ropt(Strad) · PSrvRqst
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≤ 2 · Strad · PSrvRqst

= 2 · nveh,geo · fSrvRqst · PSrvRqst

= 2 · lgeo · ρ · nlanes · fSrvRqst · PSrvRqst (4.5)

Thereby, Ropt is the number of messages received per vehicle, Strad is the overall number of

messages transmitted, PSrvRqst is the size of a service request message, and fSrvRqst represents

the frequency a vehicle transmits the service request messages. The estimation Ropt(Strad) ≤

2 · Strad follows from the fact that a vehicle may receive a transmitted message up to two

times using the optimal routing. Equation 4.5 does not contain the service reply messages

from the IGWs responding the the service requests.

Using DRIVE, the derivation of the bandwidth requirements in case of optimal routing

is similar using equation 4.4. Thereby, Ropt is the number of received messages per vehicle,

SDRIVE is the overall number of transmitted messages using DRIVE, PAnnounce is the size of

an SA Announcement message and fAnnounce represents the frequency an IGW transmits the

SA Announcements. Hence, BwDRIVE,opt has an upper bound of

BwDRIVE,opt = RDRIVE,opt · PDRIVE

= RDRIVE,opt · PAnnounce

= Ropt(SDRIVE) · PAnnounce

≤ 2 · SDRIVE · PAnnounce

= 2 · nIGW,geo · fAnnounce · PAnnounce

= 2 ·
(

lgeo

2 · rradio
+ 1

)

· fAnnounce · PAnnounce (4.6)

These estimations allow for a comparison of traditional discovery with DRIVE. In order

to determine the overhead, table 4.6 summarises the values used for the different parame-

ters. The packet size used for Service Requests and SA Announcements reflect realistic sizes

[229]. The results are compared in figure 4.21, which shows the bandwidth requirements for

SLP (upper figure) and DRIVE (lower figure) against the traffic density. For the ordinates

in both figures, different scales are necessary to visualise the results appropriately. The dif-

ferent curves represent different frequencies used to transmit Service Requests (‘SrvRqst’ in

case of SLP) respectively SA Announcements (‘Announcement’ in case of DRIVE). Using an

optimal routing protocol, the bandwidth requirements of traditional discovery mechanisms

increase with the number of vehicles whereas they remain constant with DRIVE. Another

important observation is the difference regarding the effective bandwidth consumption. In

case of one SA Announcement per second, the bandwidth requirements of DRIVE for, e.g.,

20 vehicles is 10.56 kbit/s whereas SLP consumes 1.408 Mbit/s. The consumption of SLP is
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Default ValueParameter Description

10 kmlgeo Size of Service Area

1 kmrradio Radio Transmission Range

4 lanesnlane Number of Lanes (both Directions)

110 bytePSrvRqst Packet Size for a Service Request

110 bytePAnnounce Packet Size for an SA Announcement

(variable)fSrvRqst Frequency of Service Request Transmissions

(variable)fAnnounce Frequency of SA Announcement Transmissions

(variable)ρ Traffic Density

(variable)nveh,geo Average Number of Vehicles in Geocast Region

(variable)nveh,neigh Average Number of Vehicles in Transmission Range

(variable)nIGW,geo Average Number of IGWs in Geocast Region

Table 4.6: Default Values for the Evaluation

further multiplied with the number of IGWs in the service area, because each IGW has to

respond to each Service Request with a Service Reply message.

The situation is different when flooding with duplicate detection is used to forward data

packets. Thereby, a vehicle transmitting a message will receive this message from all neigh-

boured vehicles, i.e. nveh,neigh times. Using the traditional discovery methods of SLP, the

bandwidth requirements Bwtrad,flood can be estimated by the following equation; the band-

width required for the transmission of the service replies from the IGWs is not considered

in this equation:

Bwtrad,flood = Rtrad,flood · Ptrad

= Rtrad,flood · PSrvRqst

= nveh,neigh · nveh,geo · fSrvRqst · PSrvRqst

≤ 2 · rradio · ρ · nlanes · nveh,geo · fSrvRqst · PSrvRqst

= 2 · rradio · (ρ · nlanes)
2 · lgeo · fSrvRqst · PSrvRqst (4.7)

Similarly, the following coherences can be derived for DRIVE in case of flooding the ve-

hicular ad hoc network:

BwDRIVE,flood = RDRIVE,flood · PDRIVE
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4.5 Evaluation 117

= RDRIVE,flood · PAnnounce

= nveh,neigh · nIGW,geo · fAnnounce · PAnnounce

≤ 2 · rradio · ρ · nlanes · nIGW,geo · fAnnounce · PAnnounce

= 2 · rradio · ρ · nlanes ·

(

lgeo

2 · rradio
+ 1

)

· fAnnounce · PAnnounce (4.8)

In the worst-case scenario using flooding with duplicate detection, the traffic density ρ

occurs as a quadratic factor in traditional discovery protocols, whereas it is a linear factor

in the bandwidth estimation of DRIVE. Figure 4.22 visualises the dependency between the

bandwidth requirements and the traffic density for both SLP and DRIVE. Similar to figure

4.21, different scales are necessary to visualise the differences. The parameters were set ac-

cording to table 4.6. Like in the optimal routing scenario, the bandwidth required for DRIVE

is significantly lower compared to SLP. For example, if the traffic density is 20 vehicles per

km and lane, DRIVE requires 844.4 kbit/s whereas the consumption of SLP is 112.64 Mbit/s.

This value is multiplied with the number of IGWs that respond to the service request. How-

ever, this example also illustrates the significant impact of the routing protocol. With the

same parameters, the required bandwidth using DRIVE with an optimal routing algorithm

is 10.56 kbit/s compared to 844.4 kbit/s in the worst-case.

The bandwidth requirements also depend on the size of the service area of an IGW. Fig-

ure 4.23 shows this coherence for a traffic density of 20 vehicles and a transmission rate for

the Service Request and SA Announcement messages of fSrvRqst = fAnnounce = 1 Hz. This fig-

ure also illustrates the impact of the radio transmission range rradio for the DRIVE protocol

using rradio = 1 km and rradio = 0.5 km. This differentiation is not necessary for SLP using an

optimal routing protocol, because rradio does not affect the estimation of the bandwidth re-

quirements in this case (equation 4.5). A noticeable result is that using DRIVE with flooding

requires less bandwidth than SLP over an optimal ad hoc routing protocol for a service area

of more than 2 km.

The comparison in this section shows that DRIVE requires significantly less bandwidth

compared to traditional discovery concepts: At a traffic density of 20 vehicles/km, DRIVE

requires only 0.75 % (flooding) respectively 7.5 % (optimal routing) of the overhead caused

by traditional service discovery. The overhead of traditional discovery protocols increases

with the number of vehicles, whereas the overhead in DRIVE is basically determined by the

number of IGWs. This way, a general conclusion is that DRIVE provides a scalable mecha-

nism to discover IGWs in VANETs. Without any knowledge about the availability of IGWs,

the overhead caused by DRIVE can even be seen as the minimum overhead necessary for the

discovery of IGWs. However, the comparison also showed the significant impact of the rout-

ing protocol deployed: Using DRIVE, an optimal routing strategy requires only 1.25 % of the

overhead compared to flooding with duplicate detection. The overhead is also determined
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by the configuration parameters of DRIVE, namely the frequency of the SA Announcements,

the radio transmission range, and the size of the service area. A general definition of suit-

able default values for these parameters is difficult since they need to be chosen carefully

with respect to the capabilities of a real-word VANET scenario. These parameters should

be chosen dynamically depending on other factors like, e.g., the traffic density on the road:

For example, higher values for frequency, service area and radio transmission range may

be advantageous for an empty motorway whereas in case of a congestion a reduction of

these parameters would reduce the overhead without significant delays for the discovery of

IGWs.

4.5.2 Mathematical Evaluation of MMIP6

MMIP6 produces additional overhead in the VANET, which is derived mathematically and

evaluated qualitatively in this section. In addition, this evaluation investigates latency as-

pects of MMIP6 in two important situations: in case of a handover and the detection of a

disconnection.

Besides the network traffic caused by DRIVE, the MMIP6 registration procedure produces

additional signalling overhead. The registration procedure is triggered in the following sit-

uations:

´ A handover to a new IGW is performed.

´ The registration lifetime expires and needs to be renewed.

The average overhead for the registrations basically depends on the size of the registra-

tion messages, the routing protocol being deployed in the VANET, and the time interval

between two consecutive registrations. Like in the previous section, the two routing proto-

cols ‘optimal’ and ‘flooding with duplicate detection’ are used for the investigations. With

the help of equation 4.4 for optimal routing and equation 4.3 for flooding, equation 4.9 esti-

mates an upper bound for the required average bandwidth BwReg of one vehicle for both ad

hoc routing protocols. Table 4.7 describes the parameters used in this equation. Thereby, the

function fwd() specifies the average number of hops the respective message is forwarded

within the VANET. In order to determine the frequency of the registrations freqreg, equation

4.9 estimates this frequency by the inverse of the average time a vehicle requires to pass

through the service area of the IGW, which is v
lgeo

.

BwReg =
(

PRegRqst · fwd(RegRqst) + PRegRply · fwd(RegRply)
)

· freqreg
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Parameter Description

PRegRqst Packet Size for a Registration Request

PRegRply Packet Size for a Registration Reply

fwd(msg) Number of relaying Vehicles for a Message

tAnnounce Time to the next Receipt of an SA Announcement

delaylink Transmission and Processing Delay per Link/Vehicle

tFA Max. Processing Time in the FA for a RegRqst/RegRply

trelay Max. Relay Time between FA and HA for a RegRqst/RegRply

tHA Processing Time in the HA

tlocQuery Max. Time to resolve an IPv6 Address onto its Location

tlocMissed Timeout if an IPv6 address cannot be resolved to its Location

freqreg Average Frequency of the Registrations

ρ Traffic Density

v Average Vehicle Speed

nlanes Number of Lanes

lgeo Size of the Service Area

rradio Radio Transmission Range

Table 4.7: Parameters for the Evaluation of MMIP6

≤

{

(PRegRqst + PRegRply) ·
lgeo

2·rradio
· freqreg (optimal routing)

(PRegRqst + PRegRply) · ρ · nlanes · lgeo · freqreg (flooding)

≈

{

(PRegRqst + PRegRply) ·
v

2·rradio
(optimal routing)

(PRegRqst + PRegRply) · ρ · nlanes · v (flooding)
(4.9)

Equation 4.9 clearly shows the significant impact of the routing protocol being deployed

in the VANET. The following numerical example clarifies this impact and gives an im-

pression about the required bandwidth for the registration procedure in a real-world sce-

nario. Assuming no extensions in the registration messages, a registration request has a

length of 60 byte, and a registration reply is 44 byte long (cf. appendix B). Assuming a

service area lgeo = 10 km, a radio transmission range of rradio = 1 km, a traffic density of
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ρ = 20 vehicles/km, four lanes, and an average speed of v = 100 km/h, the registration

procedure consumes 11.57 bit/s when optimal routing is used whereas flooding requires

1, 386.67 bit/s per vehicle. Multiplied with the traffic density, the overall bandwidth re-

quirements are 0.17 kbit/s (optimal routing) respectively 20.8 kbit/s for flooding.

IGW1
(FA)

IGW2
(FA)

Service
Area of IGW1

Service
Area of IGW2V

FA: Foreign Agent ▫ HA: Home Agent ▫ IGW: Internet Gateway

HA
(MoccaProxy)

Figure 4.24: Worst-Case Scenario for a Handover without Disconnection

Besides the signalling overhead of MMIP6, the latency also plays an important role for

the performance investigations. The derivation of delays caused by MMIP6 for the mobility

management is based on a mathematical analysis similar to [238, 239, 240, 241]. An inter-

esting aspect is the latency for the handover to a new IGW. In the worst-case scenario, the

service area of two neighbouring IGWs is organised as illustrated in figure 4.24. Thereby,

vehicle V moves out of the service area of IGW1 into the service area of IGW2. MMIP6

then has to wait until it receives the first SA Announcement of the new gateway, denoted as

tAnnounce. MMIP6 then starts the registration procedure, i.e. it sends a registration request to

the FA via fwd() hops with a transmission delay including a processing delay of delaylink for

each intermediate vehicle. The FA processes the request and relays it to the HA, which is

represented by trelay. After the processing time tHA, the HA transmits the registration reply

back to the FA, which itself processes the registration reply. The FA then has to find the posi-

tion of the vehicle, which takes tlocQuery, and finally forwards the reply to the vehicle. Hence,

the overall delay for a handover delayHO is calculated by adding the individual delays in the

following way:



4.5 Evaluation 123

delayHO ≈ tAnnounce + fwd(RegRqst) · delaylink + tFA,RegRqst + trelay +

tHA + trelay + tFA,RegRply + tlocQuery + fwd(RegRply) · delaylink

≤
1

fAnnounce
+

lgeo

2 · rradio
· delaylink + tFA + trelay +

tHA + trelay + tFA + tlocQuery +
lgeo

2 · rradio
· delaylink

=
1

fAnnounce
+

lgeo · delaylink

rradio
+ 2tFA + 2trelay + tHA + tlocQuery (4.10)

Table 4.7 gives an overview for the parameters used in this equation. Thereby, the variable

tAnnounce is limited by the inverse frequency of the SA Announcements. The delay between

the targeted vehicle and the IGW can be estimated by the minimum number of hops between

vehicle and IGW, i.e. by lgeo

2rradio
. This delay is basically independent of the routing protocol: in

case of an optimal ad hoc routing protocol, the shortest route between vehicle and Internet

Gateway is used, which can be assumed to provide the shortest delay. In case of flooding,

the shortest route is implicitly included since all vehicles in the service area forward the

messages. This way, the delay is also determined by the shortest route between vehicle and

IGW.

IGW
(FA)

V

FA: Foreign Agent ▫ HA: Home Agent ▫ IGW: Internet Gateway

HA
(MoccaProxy)

Encapsulated IPv6 Packets

Service
Area of IGW

Figure 4.25: Worst-Case Scenario for a Disconnection
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The second important time aspect is the delay until the MoccaProxy detects a discon-

nection of a vehicle from its IGW. Figure 4.25 depicts the worst-case situation for the delay

estimations. Thereby, a vehicle V travels out of an IGW’s service area after the MoccaProxy

transmits an IPv6 packet to the vehicle. Hence, the IPv6 packet is first tunnelled from the

HA to the FA and processed by the FA. Afterwards, the FA tries to resolve the IPv6 address

of the targeted vehicle onto its current geographical position. In case of a successful res-

olution, the IGW will detect that the vehicle is outside of its service area. Otherwise, the

location service of the location-based ad hoc routing protocol will respond with a failure

message after a specified timeout. Hence, the delay for the location query is upper-bound

to this timeout, i.e. tlocQuery ≤ tlocMissed. After this time, the FA notifies the HA about the

disconnection with an ICMP ‘destination unreachable’ message that is finally processed by

the HA. Hence, the overall delay delayDisc to detect a disconnection is estimated as follows:

delayDisc ≈ trelay + tFA + tlocQuery + trelay + tHA

≤ 2trelay + tFA + tlocMissed + tHA (4.11)

4.5.3 Qualitative Evaluation

Table 4.4 summarises the qualitative evaluation of MMIP6. From its fundamental character-

istics, MMIP6 belongs to the category of service discovery enhancements. This way, it has

similar mobility support characteristics: MMIP6 supports both the mobility of vehicles and a

mobile Internet access independent of the current location. MMIP6 also fulfils the ‘Seamless

Mobility’ requirement since it provides the mobility support for vehicles similar to Mobile

IPv4. If a vehicle has Internet access via an IGW, Internet hosts can communicate with the

vehicle transparently and connections are handed over if a vehicle is able to communicate

with a new IGW.

Internet
Access

Seamless
Mobility

Charac-
teristics

Ad Hoc
Networks

MMIP6

Mobility Support VANET Networking MOCCA
Coopera-

tion

Scalability
&

Efficiency

+ + + + + ++ + + + +

Approach

Table 4.8: Evaluation of MMIP6

An important property of MMIP6 is its focus on VANETs. The integrated DRIVE protocol

discovers Internet Gateways in highly dynamical ad hoc networks even over multiple hops.

Moreover, DRIVE is specifically tailored to the vehicular environment: The protocol mech-
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anisms are independent of the routing protocol being deployed in the VANET and do not

require multicast support. Hence, it can be easily implemented for prevalent location-based

or IP-based ad hoc routing protocols. The intelligent selection of the most suitable IGW

using fuzzy logic can improve the quality of service support dynamically for applications

running on the vehicular platform. Hence, the two VANET networking requirements ‘Ad

Hoc Networks’ and ‘Characteristics’ are both evaluated with ‘+ +’.

In contrast to application-specific enhancements, MMIP6 is seamlessly integrated into

the MOCCA architecture. MMIP6 is based on IPv6, and modifications of components in

the Internet infrastructure and in the end systems attached to the Internet are not necessary.

The MMIP6 design ensures that IP packets in both directions are always routed through the

MoccaProxy. As a result, the ‘MOCCA Cooperation’ requirement is completely fulfilled.

The scalability of a mobility management protocol is basically determined by the discov-

ery of IGWs since the overhead caused by the registration procedure is negligible compared

to the IGW discovery. The discussion in section 4.5.1 showed that the proactive DRIVE pro-

tocol scales well even with an increasing number of vehicles compared to traditional discov-

ery protocols. Together with different optimisations, the evaluation of MMIP6 showed that

the signalling overhead is low and communication is very efficient. Besides the overhead

caused by the VANET routing protocol, the scalability is mainly determined by the num-

ber of IGWs, their service areas, and the frequency of the SA Announcements that must be

carefully planned and configured to maintain the scalability and efficiency in a real-world

deployment. Nevertheless, there is still optimisation potential if knowledge about the avail-

ability of gateways can be assumed. For example, the navigation unit of a vehicle may

additionally comprise an overview about the available IGWs that is updated each time a ve-

hicle passes an IGW. This information can be additionally used to reduce the overhead for

the IGW discovery further on. Hence, the ‘Scalability & Efficiency’ requirement is evaluated

with ‘+’.

4.6 Summary

Mobility management is a challenging task for the Internet integration of vehicular ad hoc

networks. Besides the mobility support of the vehicles, the peculiarities of VANETs must be

considered and it must be possible to integrate a suitable solution into the MOCCA architec-

ture. Furthermore, vehicular networks typically show a highly dynamical network topology

and may become very large. Hence, the mobility management of the vehicles must be scal-

able and efficient. An observation of related work for the Internet integration of ad hoc

networks showed that none of the previously proposed solutions fulfils these requirements

sufficiently.
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In MOCCA, the mobility management is performed by MMIP6, the MOCCA Mobile

IPv6. MMIP6 deploys basic protocol mechanisms from Mobile IPv4 but is designed to op-

erate in IPv6-based ad hoc networking environments. For the discovery of Internet Gate-

ways, MMIP6 implements a novel service discovery protocol called DRIVE. DRIVE features

a proactive discovery approach suitable for being deployed in large-scale communication

environments. Moreover, DRIVE is highly tailored to the characteristics of vehicular net-

work scenarios: its services are specified independently of the ad hoc routing protocol and

they can be easily implemented together with location-based and IP-based routing pro-

tocols. If several Internet Gateways are available simultaneously, a fuzzy logic engine in

DRIVE is able to determine the most suitable gateway based on available information about

the VANET and the gateways.

Internet
Access

Seamless
Mobility

Charac-
teristics

Ad Hoc
Networks

Mobile IPv6

Mobility Support VANET Networking MOCCA
Coopera-

tion

Scalability
&

Efficiency

+ ++ – –– – o – –

Approach

Ad Hoc Routing
Extensions

+ + + + – –+ + – – –

Application-Layer
Mobile IP

+ + + + – –+ + – – – –

Service Discovery
Enhancements

+ + + + –+ + o – –

MMIP6 + + + + + ++ + + + +

Table 4.9: Evaluation Summary for Mobility Management

In order to determine the suitability of mobility management protocols, MMIP6 was eval-

uated and compared with existing related approaches for the mobility management of ad

hoc networks. Table 4.9 summarises the results of this comparison. It shows that MMIP6

is a suitable candidate for the mobility management of vehicles: it provides a scalable and

efficient mobility support for the vehicles, it takes the typical characteristics of vehicular ad

hoc networks into consideration, and it is compatible to the MOCCA architecture. Due to

the proactive discovery of DRIVE, scalability is maintained since the signalling overhead

of MMIP6 is proportional to the number of gateways. In contrast, the overhead of related

approaches depends on the number of vehicles. Therefore, these approaches do not pro-

vide the scalability for being deployed in large-scale VANETs. However, the evaluation of
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MMIP6 also showed that there is a conflict of objective between the signalling overhead on

the one hand and the responsiveness and convergence to the real-world situation on the

other hand: The quicker the convergence, the more signalling overhead occurs. Another

interesting observation of the evaluation is the significant impact of the routing protocol

deployed in the vehicular ad hoc network. Investigations with an optimal routing protocol

and a flooding approach with duplicate detection showed that the efficiency of both data

delivery and data distribution is vitally important for a reduction of communication over-

head.

The characteristics of MMIP6 are fundamental for the efficiency of the transmission of

data at the transport layer, because it can provide useful information for the transport layer

protocol. This aspect is seized in the following chapter, which describes the MOCCA trans-

port layer.





Chapter 5

MCTP – MOCCA Transport Protocol

The transport layer resides between the network layer and the application layers. Therefore,

it has to provide communication services to applications or application-based protocols run-

ning on different hosts. The most important transport protocols used in the Internet are the

User Datagram Protocol (UDP) and the Transmission Control Protocol (TCP). UDP provides

an unreliable and connectionless service whereas TCP provides a reliable and connection-

oriented service. In the Internet, both protocols operate on top of the unreliable Internet

Protocol IP. The consideration of the transport layer service is important for vehicular envi-

ronments since transport protocols also implement several protocol mechanisms that highly

determine the communication performance experienced by the applications.

The wide use of TCP and UDP also affects the Internet integration of VANETs: Since it is

practically not possible to modify all hosts attached to the Internet, both TCP and UDP must

be supported for communication with Internet hosts. Section 3 already introduced the basic

architecture of the transport layer in MOCCA, which is segmented into two parts as illus-

trated in figure 5.1: Communication in the Internet (right hand side) and communication in

the VANET cloud (left hand side). Communication in the Internet is still based on TCP and

UDP. Thereby, the MoccaProxy acts as a performance enhancing proxy for TCP-based com-

munication between vehicles and Internet hosts. This raises the need for a suitable transport

protocol for communication between vehicles and the MoccaProxy.

This chapter introduces MCTP, an optimised transport protocol for the MOCCA archi-

tecture. MCTP combines several TCP enhancements in order to improve communication

efficiency in the VANET scenario. It is highly integrated into the MOCCA architecture and

operates in close interaction with the MOCCA communication protocols. The very basic

idea of MCTP is to utilise available information and notifications from the network layer to

distinguish between different communication states. MCTP therefore controls and config-

ures TCP accordingly in order to improve its behaviour in these situations.



130 5. MCTP – MOCCA Transport Protocol

Vehicle IGW CNMoccaProxy

TCPTransport Protocol

CN: Correspondent Node ▫ IGW: Internet Gateway

Figure 5.1: Transport Layer in MOCCA

This chapter begins in section 5.1 with a discussion of TCP, its congestion control mech-

anisms, and their suitability for communication in VANETs. Based on these investigations,

section 5.2 derives the requirements for a transport protocol in MOCCA and discusses re-

lated work on improving the efficiency of TCP in mobile environments. MCTP, the transport

protocol used in MOCCA, is introduced in section 5.3, which describes the basic principles

of MCTP, its protocol state machine, and optional optimisations for further performance im-

provements. The qualitative evaluation of MCTP is addressed in section 5.4. Finally, section

5.5 concludes this chapter with a summary.

5.1 TCP in Vehicular Ad Hoc Networks

Originally, TCP was standardised in RFC 793 [242]. It provides a connection-oriented and

reliable data delivery service for the application layers. After establishing a connection be-

tween two applications, TCP structures the byte stream into segments and ensures that the

segments are delivered to their destination in a reliable manner. Therefore, TCP supports

several protocol mechanisms [243]:

´ Segmentation and reassembly to structure the byte stream into segments and vice

versa.

´ Timers and retransmissions for lost segments.

´ Reordering of segments arriving out of order.

´ Transmission error detection.

´ Appropriate segment size discovery.

´ Flow control and congestion control mechanisms.
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Over the years, several enhancements and improvements were introduced that are al-

ready integrated in today’s protocol stack implementations of most operating systems. The

enhancements concerning the congestion control are described below.

TCP was developed and optimised for communication networks with a fixed topology.

This way, it works well in wired networks and provides an acceptable performance in terms

of data throughput. However, the characteristics of mobile networks in general and VANETs

in particular differ fundamentally from wired networks as already discussed in section 2.1.

This way, TCP provides a poor throughput in multi-hop ad hoc networks although a higher

throughput might be possible in theory [244, 245, 246, 247]. This performance degradation

mainly results from the flow and congestion control mechanisms deployed in TCP, which

ultimately determine the amount of data in flight between a sender and a receiver and there-

fore the throughput of TCP.

5.1.1 Congestion Control in TCP

TCP implements a sliding window technique for the flow control algorithm. Thereby, the

window size specifies the maximum number of unacknowledged bytes that can be sent into

the network. TCP transmits segments into the network as long as it does not exceed the

window size. Then, it has to wait until the communication peer acknowledges successfully

received segments. TCP acknowledges segments cumulatively, i.e. an acknowledgement

acknowledges all segments transmitted previously. The window size is determined by the

currently computed congestion window from the sender and the advertised window from

the receiver. The TCP flow control algorithm tries to mitigate congestion by controlling the

window size. The congestion control consists of two dominant algorithms: slow start and

congestion avoidance. Figure 5.2 illustrates the behaviour of both algorithms.

The slow start algorithm is specified in RFC 2001 [248]. It was developed to avoid conges-

tion collapses in the network. The basic idea of the slow start is to control the data segments

in the beginning of a data transfer as well as in case of segment losses. The slow start algo-

rithm defines a congestion window (cwnd) to determine the number of segments that can be

transmitted without waiting for an acknowledgement from the communication peer. In the

beginning of the slow start phase, the congestion window is initialised with one segment.

The slow start algorithm increases the value of cwnd at an exponential rate: If the commu-

nication peer acknowledges a segment before a retransmission timeout (RTO) expires, the

size of the congestion window is doubled (see figure 5.2). The current value for the RTO

is derived from the round trip time (RTT)1 permanently measured while exchanging data

[249]. The exponential growth of cwnd continues with each acknowledged segment until

1Actually, the RTO is equal to the sum of the smoothed RTT and four times its mean deviation
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Figure 5.2: Congestion Control in TCP

the value of the congestion window reaches the slow start threshold size (ssthresh), which is

at transmission number 4 in figure 5.2.

At this time, the slow start phase is followed by the congestion avoidance phase, which

realises an “additive increase, multiplicative decrease” algorithm [250]. In the beginning, the

value of cwnd increases linearly in order to probe for any spare capacity. The linear increase

occurs approximately every RTT and will be continued until an RTO occurs (at transmission

number 8 in figure 5.2). The congestion avoidance algorithm then sets the value of ssthresh

to half of the current cwnd, and the cwnd itself is reset to one segment. Afterwards, TCP

enters the slow start phase and communication continues as described previously. This

behaviour causes a “sawtooth-like” behaviour of the window size.

The original flow control in TCP was improved over time. An example is the fast re-

transmit/fast recovery algorithm specified in RFC 2581 [251]. This algorithm is used when

segments are dropped in the network, for example due to buffer overflows in intermediate

routers. In this situation, the receiver of the missing segment transmits duplicate acknowl-

edgements to inform the sender that the connection is still alive but that segments were not
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delivered to the receiver. If the sender receives three or more duplicate acknowledgements

for one segment, it will retransmit the outstanding segments to the receiver without waiting

for the expiry of the RTO. This mechanism is called fast retransmit. After the fast retransmit,

the sender performs a fast recovery in the following way:

1. If three duplicate acknowledgements arrive at the sender, the value of ssthresh will be

set to the minimum of cwnd and the window size.

2. For each acknowledgement received, the value of cwnd is increased by the segment

size, and the sender transmits a new segment.

3. If an acknowledgement for the transmitted segment arrives at the sender, it also ac-

knowledges the previous segments cumulatively. The value of cwnd will be set to the

value of ssthresh and the congestion avoidance algorithm restarts as described previ-

ously.

Fast retransmit/fast recovery was first introduced in TCP Reno, the implementation cur-

rently integrated in common operating systems.

5.1.2 Impact of Vehicular Ad Hoc Networks

Originally, TCP was developed for wired networks with low bit error rates and low vari-

ances concerning bandwidth and delay. However, communication in multi-hop ad hoc net-

works in general and VANETs in particular is different compared to communication in the

fixed Internet: On the one hand, vehicles are highly mobile and therefore the topology of

the VANET is subject of a permanent reconfiguration or partitioning. On the other hand,

communication is based on wireless radio technology resulting in variations of the trans-

mission quality. Several studies investigated the impact of these aspects on the performance

of TCP. For example, [252] studied the impact of the ad hoc routing protocol and [253, 254]

examined the effects of the wireless transmission for the performance of TCP. Based on the

investigations in this work, the following observations can be concluded with respect to the

characteristics of VANETs:

´ Bandwidth: Compared to wired networks, the available bandwidth in a VANET is

rather low. Since radio propagation provides a shared medium, communicating ve-

hicles have to compete for the available bandwidth. This way, the available data rate

can vary heavily over time. The permanently changing number of communicating

vehicles further aggravates this effect.
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´ Delays and Jitter: In general, VANETs exhibit higher transmission delays [255] due

to the wireless communication. Moreover, the mobility of the vehicles introduces a

potential jitter if the topology changes or if the underlying ad hoc routing protocol

decides to use an alternative route for the IP packets.

´ Segment Losses: Wireless transmission links are error-prone resulting in a higher rate

of packet losses compared to fixed network technologies. Moreover, multi-hop com-

munication further degrades the packet loss probability with each additional wireless

hop between sender and receiver.

´ Temporary Disconnections: The reconfiguration of the VANET topology also may par-

tition the VANET resulting in a broken communication path between sender and re-

ceiver. Hence, communication may be interrupted until the ad hoc routing protocol

finds an alternative path or until the separated network partitions are reconnected

again. Moreover, vehicles will only have a temporary connection to the Internet as

long as they travel into the service area of an IGW. Hence, vehicles may become dis-

connected even for a longer period of time if IGWs are not available.
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Figure 5.3: Impact of Varying Round Trip Times on the Retransmission Timeout
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The conservative flow control used in TCP was not developed for such network char-

acteristics resulting in performance degradations of TCP in mobile and wireless environ-

ments [9, 256]. As described in the previous section, TCP approximates itself to the available

bandwidth using slow start and congestion avoidance. However, the varying bandwidth in

VANETs requires a permanent adaptation, and TCP therefore has to perform the slow start

frequently. Jitter has a similar impact on the congestion control since it causes high varia-

tions in the RTT. Yet the RTT is one of the fundamental parameters for the calculation of the

RTO. The example given in figure 5.3 illustrates this impact where segment 1 is acknowl-

edged in time. If the RTT between S and R increases, the RTO for segment 2 will expire

at t = 4, segment 2 will be retransmitted, and TCP will enter the slow start. This way, a

too small value for the RTO burdens the network with needless retransmissions and limits

the number of simultaneous TCP segments in the network too restrictively. Vice versa, an

overestimated RTO results in large latencies for lost segments, which also decreases the TCP

throughput.

Another negative effect is that standard TCP is not able to distinguish between conges-

tion in the network and transmission errors. In general, TCP interprets transmission errors

as congestions in the network: The RTO expires and, thus, the slow start phase is activated.

Even with the use of automatic request and repeat (ARQ) and forward error correction

(FEC), the bit error rate in wireless networks is orders of magnitude higher compared to

wired networks. Hence, TCP will hardly leave the slow start phase, which significantly re-

duces the data throughput although enough bandwidth is available. This effect is amplified

by the long RTTs in VANETs. The rate at which a TCP sender increases its cwnd is directly

proportional to the rate of the acknowledgements received. This way, the cwnd increases at

a much lower rate due to the longer RTTs.

TCP also has problems with temporary disconnections, which might be caused by parti-

tioned ad hoc networks or by the temporary Internet access provided by the IGWs. In order

to reduce the overhead in case of congestions, TCP increases the RTO for a segment expo-

nentially with each expiry. This exponential backoff is also known as “Karn’s Algorithm”.

According to RFC 2988 [249], the retransmission timer may be limited at an upper bound

of at least 60 s; in the Linux operating system, the maximum retransmission timer may in-

crease up to 120 s. This way, it can take up to two minutes to detect a reconnection after a

longer period of disconnection. In this time, TCP does not transmit any segments although

the sender and receiver are able to communicate with each other.
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5.2 Requirements and Related Work

Over the years, TCP evolved and was enhanced by several new protocol features. For ex-

ample, TCP Reno introduced fast retransmit/fast recovery (cf. section 5.1.1), which was

further improved in TCP New Reno according to RFC 2582 [257]. Furthermore, TCP was

enhanced by selective acknowledgements (TCP SACK, RFC 2018 [258]) and forward ac-

knowledgements (TCP FACK, [259]). These extensions are already integrated in current

TCP implementations of common operating systems like Linux [260, 261].

However, such extensions do not solve the basic problems of TCP running in mobile and

wireless environments. This way, TCP still provides a poor performance in the VANET

scenario, i.e. for communication between a vehicle and the MoccaProxy [9, 262]. Based on

the typical VANET characteristics described in section 2.1, an optimised transport protocol

for MOCCA has to address the following aspects as summarised in figure 5.4:

Transport Protocol
Requirements

Lost Segments Disconnections Notifications TCP API

API: Application Programming Interface

Figure 5.4: Requirements for an Optimised Transport Protocol

´ Lost Segments: An optimised transport protocol should be able to react efficiently to lost

segments caused by transmission errors on the wireless link. In case of TCP, frequent

slow starts should be avoided.

´ Disconnections: An optimised transport protocol should be able to handle short-term

or longer-term periods of disconnection caused by a partitioning of the VANET or in

case an IGW is not available for Internet access.

´ Notifications: The routing protocol or intermediate vehicles are typically able to notify

the communicating peers about network or link characteristics. For example, if the

routing protocol detects a partitioning of the VANET the optimised transport protocol

should support such notifications in order to react quickly.
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´ TCP API: In order to alleviate the development and porting of applications for the

VANET scenario, the transport protocol should provide a socket-like application pro-

gramming interface (API) for the applications.

In order to improve the end-to-end communication efficiency at the transport layer, re-

lated work can be classified into the following three categories2 [49, 263, 264]: (i) Pure

congestion control modifications of TCP, (ii) utilisation of information from intermediate

systems, and (iii) completely new transport protocols not based on TCP. The following sec-

tions introduce these three categories and finally discusses them with the requirements sum-

marised in figure 5.4.

5.2.1 Congestion Control Modifications

The conservative congestion control mechanisms in TCP are the main reasons for the inef-

ficiency of TCP in mobile environments. Hence, an obvious way to increase performance is

to modify the congestion control in TCP. A noticeable amount of work tries to predict differ-

ent situations based on local information. With the help of this information, the congestion

control algorithms of TCP are modified to react accordingly depending on the current or

predicted situation. The following examples give an impression about the variety of such

approaches:

´ Several approaches try to estimate the available bandwidth in an intelligent way. This

estimation is used to optimise the flow control mechanisms of TCP. Examples are TCP

Westwood (TCPW [265]), TCP Westwood with Bulk Repeat (TCPW-BR [266]), the ap-

proach proposed by Kao et al. [267], and the approach proposed by Tsukamoto et al.

[268].

´ TCP DOOR (Detection of Out-of-Order and Response [269]) and TCP Santa Cruz [270]

modify the congestion control based on the arrival of out-of-order packets.

´ TCP Probing [271] and the approach of Kao et al. [267] implement additional probe

cycles to determine congestion in the network. In case of a congestion, the flow control

in TCP is modified accordingly in order to increase TCP performance.

´ Wireless TCP (W-TCP [272]) examines the inter-packet arrival times together with a

rate-based congestion control mechanism. Other approaches like ADTCP [273] ad-

2The focus of this chapter is the communication between vehicles and the MoccaProxy and only discusses

end-to-end solutions. The classification does not consider intermediate performance enhancing proxies since

the MoccaProxy itself acts as a performance enhancing proxy in MOCCA. The discussion in section 3.4 shows

that using a (mobile) proxy at the IGWs is not recommended for the VANET scenario.
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ditionally measure short term throughput, packet loss ratio, and packet out-of-order

delivery ratio, and use a modified TCP state machine to react appropriately.

´ In Freeze-TCP [274], the receiver notifies the sender to stop transmission in case of an

impending congestion. The receiver therefore transmits a zero window advertisement

to force the sender to set cwnd to zero and to move into the zero window probing

mode [260].

´ Several approaches completely modify the algorithms used for slow start, congestion

avoidance, and various timeout calculations. Example protocols are TCP Vegas [275,

276] and TCP Veno [277]. Other approaches like ATP (Ad Hoc Transport Protocol

[137]) completely replace the congestion control of TCP by different algorithms.

The following section introduces TCP Vegas as a representative for a modified congestion

control algorithm for TCP. A detailed discussion of these approaches can be found in [262,

278].

TCP Vegas

TCP Vegas [275, 276] modifies the sender-side of TCP. The basic goal is to improve the util-

isation of the available bandwidth in order to increase the throughput of TCP. TCP Vegas

does not introduce a more aggressive congestion control like, e.g. TCP Santa Cruz. Instead,

it modifies the retransmission procedure of TCP as well as the slow start and congestion

avoidance algorithm.

The basic principle of TCP Vegas is a more precise prediction of the RTO using infor-

mation from the acknowledgements received. Thereby, TCP Vegas logs the system time

between the transmission of a TCP segment and the receipt of the respective acknowledge-

ment. In case of a duplicate acknowledgement, it additionally calculates the time difference

between the current system time and the timestamp in the duplicate acknowledgement. If

this difference is greater than the RTO, TCP Vegas does not wait for the three duplicate ac-

knowledgements but retransmits the respective segment anew. TCP Vegas also calculates

the time interval between the transmission of a TCP segment and an acknowledgement ar-

riving after the RTO expired. If this difference is greater than the RTO, TCP Vegas will also

retransmit the respective segment precautionary. Another optimisation is focused on the

computation of the cwnd. TCP Vegas first tries to find out whether a reduction of the cwnd

is necessary: the cwnd is only decreased if it was not decreased before the retransmission of

a segment.

In contrast to standard TCP, TCP Vegas tries to detect congestion in the network. It there-

fore examines the expected data rate Dexp with the current (measured) data rate. Dexp is
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calculated as follows:

Dexp =
WindowSize

BaseRTT
(5.1)

Thereby, WindowSize represents the current window size (see section 5.1.1) and BaseRTT

is the measured RTT of a segment in case of a non-congested network. Similarly, the current

data rate Dcur is measured by dividing the number of transmitted bytes by the RTT of the

first acknowledgements of these data. Based on these coefficients, TCP Vegas defines two

threshold values α and β (0 < α < β). Both parameters specify whether the current net-

work load is too high or too low. Hence, TCP Vegas distinguishes between three states of a

connection. In each of these states, TCP Vegas reacts in the following way:

´ (Dexp − Dcur) < α. The network utilisation is too low and TCP Vegas increases cwnd

linearly.

´ α ≤ (Dexp − Dcur) ≤ β. TCP Vegas assumes that the network utilisation is sufficient

and does not modify cwnd.

´ (Dexp − Dcur) > β. The network utilisation is too high and may cause congestion.

Hence, TCP Vegas decreases cwnd linearly.

This mechanism only comes into operation in the congestion avoidance phase only; it is

not used in the slow start phase. The detection of congestion requires modifications of the

slow start algorithm, too. The cwnd still increases exponentially but only with every second

RTT. This way, TCP Vegas is able to measure the current data rate and to compare it with the

expected data rate since the cwnd is constant in the time between. If Dcur falls below Dexp,

TCP Vegas moves from the slow start phase into the congestion avoidance phase.

Simulations showed that TCP Vegas outperforms standard TCP (TCP Reno) although

it has a less aggressive congestion control mechanism. TCP Vegas is able to improve the

data throughput between 40 % to 70 % with only one-fifth to one-half of the losses. It also

provides a faster response time of up to 25 % compared to TCP Reno.

5.2.2 Utilising Information from Intermediate Systems

Communication efficiency also can be improved by considering information from interme-

diate systems, e.g. the relaying vehicles along the IP packet flow from the sender to the

receiver. If intermediate systems are able to detect congestions, they can signal this informa-

tion to the end systems. This way, an adapted TCP is able to use this information to optimise

the communication efficiency.
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Currently, several approaches are available to handle information from intermediate sys-

tems. The following examples illustrate the different kinds of information provided by in-

termediate systems:

´ Explicit Link Failure Notification (ELFN): ELFN informs the sender about route changes

in a mobile network. The sender can react appropriately to handle these changes [245,

279].

´ Explicit Loss Notification (ELN): ELN is a mechanism that notifies a TCP sender about

the reason for a packet loss. This way, appropriate mechanisms can be implemented

for the different situations [280, 281].

´ Explicit Bad State Notification (EBSN): EBSN notify the sender about bad states of a

transmission link. Thus, the sender is able to carefully adjust its TCP timers [282].

´ Explicit Congestion Notification (ECN): ECN notifies the sender about a pending conges-

tion in the network [283].

The following section introduces ECN, which plays the most important role in practice

among these approaches. Furthermore, many TCP enhancements use ECN to improve the

TCP performance. Examples are the Ad hoc TCP (ATCP [136]), TCP Feedback (TCP-F [284])

and its extension “TCP with Buffering capability and Sequence information” (TCP BuS [285,

286]) and the Wireless Profiled TCP used in the Wireless Application Protocol (WAP). From

these approaches, the Wireless Profiled TCP is introduced afterwards as a representative

since it was specifically designed for mobile devices.

Explicit Congestion Notification

An important approach to signal pending congestion situations is the Explicit Congestion

Notification (ECN). ECN is standardised by the Internet Engineering Task Force in RFC

3168 [283] and is already integrated in current Linux kernels. In order to detect pending

congestions, ECN requires an active queue management in the intermediate communication

systems, i.e. the routers between the communicating peers. RFC 3168 suggests the use of

Random Early Detection (RED, RFC 2309 [287]) for the active queue management. ECN

requires modifications in both the network layer and the transport layer, i.e. in IP and TCP.

If a router detects a pending congestion in the network – i.e. on the network layer – it signals

this information to the communicating end systems using two bits in the IP header reserved

for ECN: the “ECN-Capable Transport” bit (ECT) and “Congestion Experienced” bit (CE).

The combination of these bits has the following semantics:
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´ (ECT = 0, CE = 0): ECN is not supported by the intermediate system.

´ (ECT = 0, CE = 1) or (ECT = 1, CE = 0): The sender supports ECN.

´ (ECT = 1, CE = 1): A congestion occurred in the network.

The communication peers negotiate the ECN support in the connection establishment

phase of TCP. Therefore, two reserved bits in the TCP header are used to signal ECN in-

formation in TCP: “ECN-Echo” (ECE) and “Congestion Window Reduced” (CWR). The re-

ceiver also uses these flags to signal pending congestions on the way from the sender to

the receiver. Figure 5.5 shows an example illustrating the basic functionality of ECN in a

congested multi-hop ad hoc network with three hops. This example assumes that a TCP

connection already exists. The two boxes on each arrow represent the relevant flags set in IP

(lower box) and TCP (upper box).

1. 

Sender S

con-
gestion

Receiver R

IP: ECT

TCP: –

IP: ECT, CE

TCP: –

IP: ECT, CE

TCP: –

2. IP: ECT

TCP: ECE

IP: ECT

TCP: ECE

IP: ECT

TCP: ECE

3. IP: ECT

TCP: CWR

IP: ECT

TCP: CWR

IP: ECT

TCP: CWR

CE: Congestion Experienced ▫ CWR: Congestion Window Reduced ▫ ECE: ECN Echo
ECN: Explicit Congestion Notification ▫ ECT: ECN-Capable Transport

Figure 5.5: Example for ECN used in a Congested Network
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In normal operation mode, the communication peers and the intermediate systems set

the ECT flag in IP to signal that they support ECN. If an intermediate node detects a pend-

ing congestion, it will signal this information by setting the CE flag (step 1). This way, the

receiver R recognises the experienced congestion and delivers this information to TCP. At

this point, R has to notify sender S about the pending congestion. R therefore sets the ECE

flag in the TCP acknowledgement transmitted to S (step 2). If S receives the acknowledge-

ment, it decreases its congestion window in order to throttle the data rate. S also sets the

CWR flag in the next segment to approve the receipt of the ECE to the receiver (step 3).

ECN shows a good performance in wireless networks, which was investigated in RFC

2884 [288]. It is implemented in current Linux kernels and ECN is also used by several

TCP enhancements to react appropriately to congestions in the network. An example is the

Wireless Profiled TCP introduced in the next section.

Wireless Profiled TCP

The Wireless Profiled TCP [289] is the connection-oriented communication protocol in the

Wireless Application Protocol (WAP) version 2.0, which was originally specified by the WAP

Forum (now Open Mobile Alliance, OMA [290]). Wireless Profiled TCP is also used for com-

munication in i-mode [291]. In general, WAP enables mobile phones to access the Internet.

The Wireless Profiled TCP can be used in two typical WAP scenarios as illustrated in fig-

ure 5.6. In the first scenario in figure 5.6 (a), the WAP-enabled device communicates with a

WAP Proxy using the Wireless Profiled TCP. The WAP Proxy is an application layer proxy

similar to WWW proxies or mail transfer agents (MTAs) used in the Internet. This way,

WAP-enabled devices establish a TCP connection to the WAP Proxy using Wireless Profiled

TCP, and the WAP Proxy then establishes a separate standard TCP connection with the ori-

gin server. The WAP Proxy will subsequently retrieve inbound data from either connection

and send that data out through the other connection. Hence, the WAP Proxy allows for the

optimisation of TCP over the wireless network. Wireless Profiled TCP implementations can

also be used for end-to-end connectivity. Figure 5.6 (b) depicts this scenario, which does not

deploy an intermediate WAP Proxy. This scenario requires the interoperability between the

Wireless Profiled TCP and standard TCP.

Since Wireless Profiled TCP was developed for the Internet access of mobile phones, it

also has to handle the wireless communication characteristics such as unreliable and error-

prone wireless links. Besides the mandatory use of ECN, Wireless Profiled TCP follows a set

of several recommendations summarised in RFC 2757 [49] for communication in wireless

networks. These recommendations advise the implementation of the following standard-

ised mechanisms for TCP:
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Figure 5.6: Wireless Profiled TCP in the WAP Architecture
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´ Large Window Size: TCP should be able to utilise the available bandwidth efficiently. If

the maximum window size is restricted, it could be possible that TCP will not exhaust

the available bandwidth completely. Hence, Wireless Profiled TCP should support

window sizes larger than 64 Kbyte.

´ Window Scale Option: If a Wireless Profiled TCP implementation supports large win-

dow sizes, it must support the Window Scale Option as described in RFC 1323 [292].

´ RTT Measurement: Wireless Profiled TCP supports measurements of the round trip

times. It therefore has to support the timestamp option according to RFC 1323 [292].

´ Large Initial Window: A Wireless Profiled TCP implementation may support RFC 2414

[293], which allows an increased initial window size of three or four segments (i.e. a

maximum of 4380 byte).

´ Path MTU Discovery: Another optional mechanism is the detection of the maximum

transfer unit (MTU) as specified in RFC 1191 for IPv4 [294] and RFC 1981 for IPv6 [295].

If path MTU discovery is not supported, Wireless Profiled TCP may alternatively allow

a MTU larger than the default IP MTU.

´ Selective Acknowledgement: A mandatory feature is the support of selective acknowl-

edgements according to RFC 2018 [258].

5.2.3 Non-TCP Transport Protocols

Although TCP is the most common communication protocol used in the Internet, there are

a few alternative transport protocols not based on TCP. Examples are the original Wireless

Application Protocol, which specifies a transaction-oriented communication scheme called

Wireless Transaction Protocol (WTP) in addition to the Wireless Profiled TCP. Another pro-

tocol is the Stream Control Transmission Protocol (SCTP). This section briefly introduces

SCTP since it is considered as one of the ten hottest information technology trends [296].

Stream Control Transmission Protocol

Besides TCP and UDP, SCTP is the third transport protocol standardised by the Internet

Engineering Task Force in RFC 2960 [297]. SCTP is a connection-oriented transport protocol

similar to TCP. In contrast to TCP, SCTP extends the term “connection” by an “association”

providing an enhanced functionality. Associations may support several IP addresses on

both peers called multi-homing. This way, communication between two peers is independent

of the network interface currently used on each of the peers. Another important feature of
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associations is the multi-streaming capability as illustrated in figure 5.7. Multi-streaming

enables SCTP to transmit several streams within one association. In figure 5.7 the SCTP

association between the hosts contains n streams. Additional streams can be established

within an existing association very quickly and existing streams can be removed from the

association dynamically.

SCTP Association

Stream 1

Stream n

SCTP: Stream Control Transmission Protocol

Figure 5.7: Communication in SCTP

Besides the multi-homing and multi-streaming capability, SCTP provides additional im-

portant features:

´ Message-orientation instead of byte-orientation used in TCP.

´ Configuration of the required reliability.

´ Four-way handshake to prevent denial-of-service attacks.

´ Segmentation and reassembly similar to TCP.

´ In-order delivery of data in several streams with an optional stream-independent de-

livery on arrival.

SCTP also implements flow control and congestion control mechanisms similar to TCP.

The flow control of SCTP is based on each association whereas the congestion control is

established within each transmission path. Further investigations on the SCTP flow control

and congestion control including their evaluation in mobile environments can be found in

[298, 299].
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5.2.4 Discussion of Related Work

A collective evaluation of each proposed category is not possible. The numerous solutions

of each category were developed and optimised for different communication scenarios and,

thus, have different impacts on the TCP performance in the VANET scenario. This way, the

categories cannot be evaluated with the help of the “plus/minus” scheme used in section

2.2. Instead, this discussion points out the strengths and weaknesses of the three categories

in the VANET scenario.

A step towards a more efficient TCP in mobile environments is the use of different con-

gestion control algorithms in TCP. In case of lost segments, these approaches try to estimate

and predict whether the losses are the result of a congestion in the network or whether they

are caused by transmission errors. Since these predictions are based on local information,

they may not reflect the VANET characteristics resulting in a poor TCP performance. More-

over, the congestion control algorithms do not consider information and notifications from

intermediate nodes within the ad hoc network and they do not provide additional mecha-

nisms to handle both short-term and longer-term periods of disconnections.

The utilisation of information from intermediate systems is a promising approach to im-

prove TCP efficiency in vehicular environments. With the help of this information, estima-

tions about the situation in the network are more accurate compared to the predictions of

pure congestion control modifications. This way, lost segments can be handled very effi-

ciently depending on the reason of the loss. This concept implicitly includes the consider-

ation of notifications, which enables TCP to react quickly to various situations in the net-

work. However, TCP extensions like ECN basically do not solve the general problems of

TCP in VANETs. For example, a detailed examination of the Wireless Profiled TCP showed

that some of these extensions even reduce the performance whereas a combination of them

improve the TCP performance [300]. Another interesting observation is that several ap-

proaches utilising information from intermediate systems are inherently able to handle pe-

riods of communication breakdowns. For example, Ad Hoc TCP, TCP Feedback and TCP

BuS were designed to handle temporary disconnections. However, this feature relies on

the exponential backoff implemented in TCP to calculate the retransmission timeouts. This

mechanism is not suitable to handle long-term disconnections from the Internet appropri-

ately since they may cause either a reset of the TCP connection or a long recovery phase

after a reconnection to the Internet.

The deployment of transport protocols not based on TCP in the VANET scenario leaves

ambivalent results. For example, the Wireless Transaction Protocol used in WAP was de-

veloped for transaction-oriented services like WWW and, thus, gives a two-edged result

[262]:
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´ WAP outperforms TCP on lossy links if only few data is transmitted.

´ The transmission of extensive data volumes degrades the data throughput to a few

bytes per second.

In contrast, the concepts of SCTP like the multi-streaming capability are a promising al-

ternative for being deployed in mobile networks [301] and especially in VANETs [298, 299].

However, applications explicitly have to utilise the multi-streaming capability in order to

take full advantage of the SCTP concepts. This aggravates the cooperation between SCTP

and MOCCA: Since the MoccaProxy communicates with the Internet using TCP, it cannot

deploy the multi-streaming capabilities of SCTP natively, because both TCP and SCTP use

port numbers to identify their connections and associations respectively. Hence, the Moc-

caProxy can only map a TCP connection to exactly one SCTP connection, which will likely

cause an increased delay in the connection establishment phase due to the four-way hand-

shake for the association establishment in SCTP. Moreover, SCTP – as well as other non-TCP

transport protocols – do not provide a socket-like API. As a result, this category is not con-

sidered further on for being used in MOCCA.

5.3 MCTP

Vehicular environments require an optimised transport protocol based on TCP for an effi-

cient Internet access. Such a protocol must be able to distinguish between error-prone links

and network congestions in order to handle packet losses appropriately. Moreover, it must

be able to utilise information from both intermediate systems and from other protocols. This

is necessary for an efficient treatment of both short-term network partitions and longer-term

periods of disconnections from the Internet. However, none of the existing related work ful-

fils these requirements sufficiently.

This way, MCTP (MOCCA Transport Protocol) was developed for communication be-

tween vehicles and the MoccaProxy in the MOCCA architecture. MCTP provides a core

functionality that can be extended depending on the performance and characteristics of an

inter-vehicle communication system used in a real-world deployment. The core function-

ality of MCTP is detailed in the following sections together with additional optimisation

potentials, which might further improve the efficiency of MCTP in different deployment

scenarios. Details about the MCTP implementation for the Linux operating system can be

found in appendix D.
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5.3.1 Protocol Functionality

MCTP combines several TCP enhancements proposed in the related work section. Its core

functionality belongs to the category of utilising information from intermediate systems,

which is extended by modifications of the congestion control mechanisms used in TCP. In

general, MCTP is based on the principles of Ad Hoc TCP (ATCP [136]), which relies on

information on pending congestions in the network. This idea is combined with an ap-

proach similar to TCP Feedback [284] and TCP Stop-and-Go proposed by Ritter [302]. Like

ATCP, MCTP implements a sublayer between TCP and IP from a conceptual point of view

as depicted in figure 5.8. The basic principle of MCTP is that it observes the IP packet flow

between sender and receiver in order to react appropriately. Therefore, MCTP considers

additional notifications from protocols on the underlying communication layers as well as

from intermediate systems:

´ ECN indicates pending congestions detected by intermediate systems (cf. section

5.2.2).

´ Intermediate systems indicate a partitioned network using ICMP messages of type

“destination unreachable”. This information is relevant for the local communication

between vehicles only, i.e. for communication without accessing the Internet.

´ The DRIVE protocol in MMIP6 notifies MCTP in case of disconnections from the In-

ternet (i.e. in case it does no longer receive any SA Announcements from the IGWs).

Network Layer

Transport Layer

IP

TCP

MCTP

MCTP: MOCCA Transport Protocol

Figure 5.8: MCTP in the TCP/IP Model

This available information enables MCTP to distinguish between link errors, congestions,

network partitions, and disconnections from the Internet. Figure 5.9 summarises the in-

formation processing in MCTP. Besides the available information from underlying com-

munication layers and from intermediate systems, MCTP also takes into account events
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caused by TCP itself. Such events are the retransmission timeouts for segments and the ar-

rival of (duplicate) acknowledgements for successfully transmitted segments. Based on this

knowledge, MCTP controls the transmission procedure of TCP in the different situations by

controlling retransmissions and timeouts, and by probing for the network characteristics.

MCTP therefore implements its own protocol state machine, which comes into operation

after TCP established a connection between the end systems3.

MCTP

ECN
ICMP

Notifications

ACKRTO

Retransmissions
Timer Control

Probing

ACK: Acknowledgement ▫ ECN: Explicit Congestion Notification
ICMP: Internet Control Message Protocol ▫  RTO: Retransmission Timeout

Figure 5.9: MCTP Information Processing

5.3.2 MCTP Protocol State Machine

The MCTP protocol state machine is based on a modified ATCP state machine, which was

extended by connection freeze mechanisms similar to TCP Stop-and-Go. This state machine

implements the core functionality of MCTP that may be enhanced by further optimisations

as described in section 5.3.4. The MCTP protocol state machine comprises the following five

states4:

´ NORMAL: The normal operation mode.

´ LOSS: The operation mode in case of unreliable, i.e. lossy, communication links.

3Applied to the TCP protocol state machine [303], MCTP comes into operation after TCP enters the “ESTAB-

LISHED” state.
4The original ATCP state uses the four states NORMAL, LOSS, CONGESTED, and PARTITIONED only.



150 5. MCTP – MOCCA Transport Protocol

´ CONGESTED: MCTP enters this state in case of a congested network.

´ PARTITIONED: The operation mode for a partitioned network.

´ DISCONNECTED: This state represents a disconnection from the Internet.

NORMAL

DISCONNECTED

PARTITIONED

CONGESTED LOSS

ICMP ICMPICMP DupAck

Notifi-
cation

Notifi-
cation

Notification Notification

Trans-
mission

ACK

2 DupAcks,
RTO

ECN

ECN

ACK: Acknowledgement ▫ DupAck: Duplicate Acknowledgement
ECN: Explicit Congestion Notification ▫ ICMP: Internet Control Message Protocol

RTO: Retransmission Timeout

Figure 5.10: MCTP Protocol State Machine

Figure 5.10 shows the transition diagram between these states in the MCTP protocol state

machine. A basic feature of this state machine is that it explicitly differentiates between seg-

ment losses caused by congestion and segment losses caused by single transmission errors

for ongoing connections. Moreover, MCTP distinguishes between a partitioned network

and a disconnection from the Internet in case of a temporary communication breakdown.

The first situation only occurs if a vehicle communicates with another vehicle via multi-hop

ad hoc communication. It therefore does not include the Internet for its communication. In

the second situation, it is assumed that the vehicle communicates with an Internet host. This

way, both states can be seen as orthogonal from each other – except for the home address

forwarding optimisation implemented in MMIP6 (cf. section 4.4.4). The states NORMAL,

LOSS, and CONGESTED are the common operation modes of MCTP in case a data flow is
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possible. PARTITIONED and DISCONNECTED are only entered when a communication

flow is not possible. These situations are detailed in the following sections.

Normal Operation, Congestions and Losses

An important goal of MCTP is to minimise the number of slow starts in an ongoing connec-

tion. As described in section 5.1.1, segment losses activate the slow start algorithm, which

degrades the TCP performance in terms of throughput. A TCP sender considers a segment

as being lost in the following two situations:

´ The sender receives three consecutive duplicate acknowledgements for one segment

(DupAck).

´ A retransmission timeout (RTO) occurred for one segment at the sender side.

ACK: Acknowledgement ▫ DupAck: Duplicate Acknowledgement
ECN: Explicit Congestion Notification ▫ RTO: Retransmission Timeout

NORMAL

CONGESTED LOSS

Trans-
mission

ACK

2 DupAcks,
RTO

ECN

ECN

Figure 5.11: MCTP State Machine for Congestions and Losses

An important feature is that MCTP performs a situation-based handling of lost segments.

MCTP therefore classifies losses caused by congestions in the network and losses caused by

transmission errors. The MCTP protocol state machine therefore implements the two states

CONGESTED and LOSS where segment retransmissions are handled differently. Figure 5.11

depicts the respective part of the MCTP protocol state machine, which works in the follow-

ing way: After TCP established a connection successfully, MCTP initially operates in the

NORMAL state and observes the IP packet flow in the end system. This way, TCP initially

starts communication with a slow start phase to determine the initially available bandwidth.

In order to detect a congestion in the network, MCTP relies on ECN (see section 5.2.2). This

way, activated ECN flags in the header of arrived IP packets indicate a pending congestion
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in an intermediate system. In this situation, MCTP switches into the CONGESTED state and

does nothing: it ignores DupAcks as well as the expiry of RTOs. This way, MCTP leaves the

congestion control completely to TCP and does not interfere with the normal congestion

behaviour of TCP. After the TCP sender transmits a new segment, MCTP returns to the

NORMAL state.

In the NORMAL state, MCTP counts the number of DupAcks received for a segment.

If ECN does not indicate a pending congestion in the network, a segment loss was likely

caused by a transmission error. If MCTP receives two DupAcks for a segment in this situ-

ation, it enters the LOSS state in order to handle the segment loss appropriately. Since the

TCP congestion control reacts only after the third DupAck, it is not affected by the second

DupAck and does not interfere with MCTP in this situation. Similarly, MCTP enters the

LOSS state if an RTO expires for a segment and ECN does not indicate a pending congestion

in the network. In the LOSS state, MCTP forces TCP to enter the persist mode by shrinking

the congestion window (cwnd) to zero and by freezing the retransmission timers. This way,

TCP does not invoke the congestion control, which would be the wrong thing to do in this

situation. Instead, MCTP itself retransmits the unacknowledged TCP segment. It therefore

controls the retransmission timers accordingly to retransmit the segment in case that the ac-

knowledgements are not forthcoming. If an acknowledgement for the segment arrives from

the peer, MCTP forwards the acknowledgement to TCP, which also removes TCP from the

persist mode. MCTP then returns to the NORMAL operation mode.

There is one exception in this processing as illustrated in figure 5.11. If arriving IP packets

indicate a pending congestion while MCTP is in LOSS state, MCTP restores the congestion

window and the RTOs and switches to the CONGESTED state. This way, it does not perform

further retransmissions but leaves the retransmission procedure to the congestion control of

TCP.

This operation mode is similar to ATCP. Differences occur in the handling of DupAcks:

Whereas ATCP waits for three consecutive DupAcks before switching into LOSS mode,

MCTP only waits for two DupAcks. Furthermore, ATCP is based TCP Reno whereas MCTP

is based on TCP New Reno using an improved fast retransmit/fast recovery mechanism and

selective acknowledgements.

Partitioned and Disconnected Mode

The mobility of the vehicles may stall ongoing connections in the VANET for a temporary

period of time. These communication disruptions are typically caused in the following two

situations:



5.3 MCTP 153

´ Network Partitioning: The vehicular ad hoc network may be partitioned if communi-

cation links between vehicles break. If the ad hoc routing protocol for inter-vehicle

communication does not find an alternative route, communication between two vehi-

cles is no longer possible.

´ Disconnection from the Internet: Due to the temporary availability of IGWs, vehicles

may become disconnected from the Internet, for example, if the vehicle is currently

not located within the service area of an IGW.

MCTP considers these two situations and controls TCP appropriately in order to improve

the recovery after a connection breakdown. Therefore, MCTP comprises the two states PAR-

TITIONED and DISCONNECTED. The PARTITIONED state represents a network partition-

ing that is relevant for inter-vehicle communication. In contrast, the DISCONNECTED state

is entered when the vehicle becomes disconnected from the Internet, i.e. it is only used for

connections between a vehicle and the MoccaProxy in the Internet. This differentiation is

very important for MCTP, because it allows the deployment of optimised strategies in the

respective situation5.

S
R

V1

V2

IP Packet

ICMP Destination Unreachable

ICMP: Internet Control Message Protocol

Figure 5.12: Example for a Network Partitioning

A partitioning of the ad hoc network occurs if an intermediate link between two commu-

nicating vehicles breaks, which is exemplified in figure 5.12. In this example, the commu-

nication link between vehicle V1 and V2 breaks. If the ad hoc routing protocol realises the

breakdown and is, thus, not able to forward an IP packet of the sending vehicle S towards

the receiving vehicle R, it will send an ICMP destination unreachable message back to S. This

5Since all vehicles form one logical IPv6 subnet, the decision whether or not the communication peer is a

vehicle is simple: a sender has to compare the subnet of both the IPv6 source and destination address. If both

subnets are equal, the communication peer is located in the VANET (see section 3.1.2).
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Figure 5.13: MCTP State Machine for Partitioning and Disconnections

way, S is notified about the partitioning in the network. If MCTP receives a “destination un-

reachable” ICMP message from an intermediate vehicle, it moves into the PARTITIONED

state as illustrated in figure 5.13. In this state, MCTP forces TCP to enter the persist mode

and freezes the retransmission timers as described in the previous section. In addition,

MCTP performs a window probing mechanism similar to the zero window probing used

in TCP [260]. Thereby, MTCP probes the connection periodically with acknowledgements.

MTCP therefore uses a constant period for sending the probe packets using the last value of

the RTO before MCTP switched to the PARTITIONED state. This is in contrast to the zero

window probing implemented in TCP, which exponentially backoffs the probing period. If

MCTP receives a DupAck from the receiver, the connection is apparently re-established and

communication can be continued. In this case, MCTP removes TCP from the persist mode,

activates the slow start phase of TCP without reducing ssthresh, and moves itself back to

the NORMAL operation mode. The PARTITIONED state is also entered from the LOSS

state and the CONGESTED state upon receiving an ICMP destination unreachable message

as illustrated in figure 5.10. The explicit probing of the connection in case of a network par-

titioning is necessary since it cannot be assumed that the ad hoc routing protocol is able to

detect the re-establishment of the end-to-end route between the communicating peers. This

way, the probing forces the routing protocol to check for the re-establishment of a route. If

the connection cannot be restored after a pre-defined period of time, MCTP assumes that

the connection cannot be re-established and advices TCP to reset the connection.
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The PARTITIONED mode is of relevance for inter-vehicle communication only. This

mode is similar to ATCP; differences between MCTP and ATCP are the probing, which is

based on the TCP zero window probing in ATCP, and the unmodified ssthresh after return-

ing to the NORMAL operation mode. The PARTITIONED mode is not used when a vehicle

communicates with a host in the Internet. This situation is not supported by ATCP. In this

scenario, a vehicle must be located within the service area of an IGW and it must be able to

communicate with the gateway either directly or using multi-hop communications. If the

vehicle moves out of the service area, communication within the Internet host will break

down. However, this situation is different compared to a partitioning of the network, be-

cause MCTP can be notified about the presence of an IGW. MCTP therefore interacts with

the mobility management protocols deployed in MOCCA, namely MMIP6 and DRIVE (cf.

section 4). In MMIP6, the DRIVE protocol announces the availability of an IGW by the pe-

riodical transmissions of SA Announcement messages in the service area of the IGW. These

messages can be used to indicate the presence of an IGW to MCTP in the following three

ways:

´ If the vehicle receives SA Announcements, it has access to the Internet and, thus, the

vehicle can communicate with the Internet host.

´ If the SA Announcements fail to appear for a certain period of time, MCTP assumes a

disconnection from the Internet.

´ If the vehicle receives SA Announcements after a period of disconnection, MCTP as-

sumes a reconnection to the Internet and communication with the Internet host can be

continued.

S

V1

V2

ICMP Destination Unreachable

ICMP: Internet Control Message Protocol ▫ IGW: Internet Gateway

IGW Internet Host

Figure 5.14: Disconnection from the Internet due to Network Partition
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These assumptions also include the situation when a vehicle becomes disconnected from

the Internet due to a network partitioning. Figure 5.14 depicts this situation for a link loss

between vehicle V1 and V2 (for a better clarification, this figure does not show the part be-

tween the IGW and the Internet). In this case, vehicle S will be notified from its MMIP6

implementation about the disconnection since it does not receive further SA Announce-

ments from the IGW. S will also receive an ICMP destination unreachable message about

the network partitioning from intermediate vehicle V1. Since S communicates with a host in

the Internet, it discards the ICMP message and moves into the DISCONNECTED operation

mode in the common way upon receiving the notification.

In MOCCA, MMIP6 notifies MCTP about the events of disconnections and reconnections.

When MCTP receives a notification for a disconnection while communicating with Internet

hosts, it switches into the DISCONNECTED state, as illustrated in figure 5.13. The discon-

nected mode will also be activated if MCTP operates in the CONGESTED state or the LOSS

state (cf. figure 5.10). In this mode, MCTP completely stops the TCP transmissions and

freezes the RTO timers. Both TCP and the MCTP sublayer remain in this state until MMIP6

notifies MCTP about a reconnection to the Internet through a new IGW. MCTP then restores

TCP and moves itself back to the NORMAL operation mode. In addition, MCTP activates

the slow start phase of TCP without modifying the threshold for the slow start. This allows

TCP to converge its data rate to the new situation. Finally, MCTP triggers TCP to retrans-

mit queued segments immediately. If such segments are not available, MCTP sends two

acknowledgements in order to generate a duplicate acknowledgement.

The notification is also performed in case MMIP6 decides to handover its connections

to a new IGW. As described in section 4.5.2, the handover to a new IGW typically causes

a short period of disconnection, in which packets are likely being lost. Before the vehicle

starts the handover procedure, it notifies MCTP about the pending disconnection. This way,

TCP does not try to send any segments as long as the handover is performed. After the

handover is completed, MMIP6 notifies MCTP about the reconnection and communication

will be continued.

5.3.3 Protocol Interactions in MOCCA

The communication protocols deployed in the MOCCA architecture collaborate in an inte-

grated fashion, i.e. they highly interact with each other. Interaction is not only restricted to

the MOCCA protocols, it also may include communication protocols that are not an integral

part in MOCCA.
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MOCCA Protocols

As described in the previous section, MCTP relies on information from the mobility manage-

ment protocol MMIP6 implemented in MOCCA. MMIP6 notifies MCTP about the availabil-

ity of IGWs. The respective information is provided by the DRIVE protocol implemented in

MMIP6 for the discovery of IGWs. If the state of the availability changes, MMIP6 will notify

MCTP about the following events:

´ Beginning and ending of a handover procedure if MMIP6 decides to perform a han-

dover.

´ Disconnection from the Internet if the connection to the current IGW is lost and an

alternative IGW is not available.

´ Reconnection to the Internet if the vehicle travels into the service area of a new IGW

after a disconnection.

IGW MoccaProxyIGW Network

ICMP: Internet Control Message Protocol ▫ IGW: Internet Gateway

Vehicle

IP Packet

ICMP Destination Unreachable

Figure 5.15: Notification of the MoccaProxy

These events are of relevance for communication between the vehicle and the Internet

only – it is not used for local inter-vehicle communications. Moreover, the events are sig-

nalled only for the MCTP implementation in the vehicles. The information is not available

for the MCTP implementation in the MoccaProxy since it is up to the vehicle to decide about

handovers and the availability of IGWs. Instead, the MoccaProxy relies on information gen-

erated by ICMP as depicted in figure 5.15. If an IP packet cannot be delivered to the vehicle

after a disconnection, the IGW is not able to resolve the current location of the vehicle. In

this case, the IGW sends an ICMP destination unreachable message back to the MoccaProxy.

This way, the MCTP implementation in the MoccaProxy moves into the PARTITIONED
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mode (cf. figure 5.10) and activates the probing, whereas the MCTP implementation in the

vehicle switches to the DISCONNECTED mode. Thereby, the probing messages of the Moc-

caProxy are not distributed in the VANET since the IGW is not able to resolve the location

of the addressed vehicle. After the notification about the reconnection, the MCTP state ma-

chine in the vehicle immediately retransmits the queued segments. If such segments are

not available, MCTP sends a duplicate acknowledgement to the MoccaProxy. This indicates

the MoccaProxy that the connection is re-established and communication can be continued.

Thus, the MCTP implementation in the MoccaProxy moves back from the PARTITIONED

state into the NORMAL operation mode and continues communication.

Further Communication Protocols

The MCTP state machine requires additional information from the communication protocols

implemented in the underlying network layer for a proper operation. This way, the network

layer has to support the following two features:

´ ICMP Support: ICMP is required to notify a sender about a network partitioning.

´ ECN Support: ECN is used to distinguish between congestions and transmission errors.

Both ICMP and ECN have to interact with the routing protocol used in the VANET. Thus,

the routing protocol must be able to detect broken links as well as pending congestions.

Therefore, the forwarding algorithm within the vehicles has to provide an active queue

management like Random Early Detection (RED [287]). These mechanisms are already inte-

grated in the protocol stack implementations of common operating systems like Linux and

are, thus, acceptable for being deployed in vehicles. The interaction with the routing pro-

tocol is not discussed further on since it depends on the routing and forwarding strategies

implemented in the routing protocol used in the VANET, which it is not included in scope

for the Internet integration of VANETs.

5.3.4 Improvement Potentials of MCTP

The raw MCTP functionality can be improved in several ways depending on the capabili-

ties and the performance of the protocols used in the underlying communication layers, the

characteristics of a real inter-vehicle communication system, and the communication pat-

terns of applications. The optimisations introduced in this section address aspects of the

MOCCA architecture, integration aspects, and the MCTP protocol itself.



5.3 MCTP 159

Architectural Improvements

An important issue is the way the IGWs communicate with the MoccaProxy. In the MOCCA

architecture, the IGWs are connected to the MoccaProxy via the IGW network as illustrated

in figure 5.16 (see also section 3.1.1). The IGW network can be realised in several ways:

´ Dedicated ATM network providing high data rates at low delays.

´ IGWs can be connected to an ISP via xDSL technology providing higher delays and

lower data rates compared to ATM.

´ The Internet can connect the IGWs to the MoccaProxy. The delays may be high com-

pared to both ATM and xDSL6.

Vehicle IGW

ATM
xDSL

Internet

MoccaProxy

MCTP

ATM: Asynchronous Transfer Mode ▫ DSL: Digital Subscriber Line
IGW: Internet Gateway ▫ MCTP: MOCCA Transport Protocol

IGW Network

Figure 5.16: Connection of the Internet Gateways to the MoccaProxy

If the Internet is used for communication between IGWs and MoccaProxy, an architec-

tural optimisation is to reduce the latency of retransmissions by “shortening” the communi-

cation path between the vehicle and the MoccaProxy. This could be achieved with caching

mechanisms in the IGW. A possible solution is the use of snooping techniques like TCP

Snoop [304, 305]. Figure 5.17 shows the combination of MCTP and TCP Snoop in the VANET

scenario for communication between the vehicle and the MoccaProxy. A Snoop Agent lo-

cated at the IGW preserves a cache for unacknowledged segments transmitted in either

direction. The Snoop Agent performs local retransmissions according to timeouts and the

policy of unacknowledged packets. Therefore, it monitors the TCP segments exchanged

through the IGW. It caches each segment for the vehicle that passes the IGW and keeps

track of the last sequence number acknowledged by the vehicle. If the Snoop Agent does

6As stated in sections 2.1 and 3.1, the transmission delays in the Internet are still expected to be low compared

to the delays in vehicular ad hoc networks.
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Snoop
Agent

ACK: Acknowledgement ▫ IGW: Internet Gateway

ACK Snooping Segment Caching

Local Retransmissions

Vehicle IGW MoccaProxyInternet

Figure 5.17: Integration of TCP Snoop into MCTP

not receive an acknowledgement from the vehicle within a certain period of time, either the

segment or the acknowledgement was lost. Alternatively, the Snoop Agent could receive

duplicate acknowledgements from the vehicle, which also indicate a segment loss. In this

situation, the Snoop Agent retransmits the segment directly from its cache resulting in a

faster retransmission compared to retransmissions from the MoccaProxy. Additionally, the

Snoop Agent filters duplicate acknowledgements to avoid unnecessary retransmissions of

segments from the MoccaProxy.

In the reverse direction from the vehicle to the MoccaProxy, the Snoop Agent also mon-

itors the segment stream to detect gaps in the sequence numbers of MCTP. As soon as the

Snoop Agent detects a missing segment, it returns a negative acknowledgement (NACK) to

the vehicle. Thus, the vehicle can quickly retransmit the missing segment.

TCP Snoop does not cover situations where a vehicle gets involved in handovers. In this

case, the cache in the Snoop Agent with the monitored segments remains unused since the

vehicle changes its IGW. This way, it does not reduce the latency of the handover procedure

in MMIP6. Moreover, TCP Snoop requires the support of NACKS in MCTP as well as some

slight modifications in the MCTP protocol state machine. Further details can be found in

[306], which proposes the use of TCP Snoop together with Ad Hoc TCP, the basis of MCTP.

Integration Improvements

The integrated MOCCA protocols used in the underlying network layer may provide ad-

ditional useful information. This information can be utilised to optimise MCTP further on.

An example could be an improved estimation of the retransmission timeout RTO. In the

core MCTP functionality, the RTO is predicted by Karn’s algorithm implemented in TCP.

This algorithm can be extended to consider the available information in order to reduce re-

transmission timeouts further on. For example, the calculation of the RTO may additionally
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comprise the distance to the IGW and the speed the vehicle travels. Such improvements are

highly related to the VANET deployment, i.e. they require comprehensive investigations

and measurements of the MOCCA protocols in a real VANET environment. Therefore, they

are not included in the core functionality of MCTP.

Protocol Improvements

Besides the architectural and integration optimisations of the transport layer in MOCCA,

MCTP itself can also be optimised further on. In general, the congestion control in MCTP

is left to the TCP slow start and congestion avoidance algorithms in case of network con-

gestion. An interesting solution would be the combination of MCTP with TCP Vegas (see

section 5.2.1). TCP Vegas tries to avoid changes in the slow start phase by predicting time-

outs in order to increase TCP efficiency. Such optimisations must be carefully adjusted and

fine-tuned since they highly depend on the communication characteristics of a real inter-

vehicle communication system. This way, optimisations of the TCP congestion control are

not included in the core functionality of MCTP.

IGW1 IGW2

Radio Trans-
mission Range of IGW1

Radio Trans-
mission Range of IGW2

V

IGW: Internet Gateway

Exclusive Access
to IGW1

Exclusive Access
to IGW2

Disconnection

Figure 5.18: Example Scenario for MCTP Optimisation

The available information can also be used to optimise the MCTP protocol state machine,

e.g. to improve the approximation of the available bandwidth after a period of disconnection

or after a partitioning of the VANET. In the core functionality of the protocol state machine,

MCTP forces TCP to approximate the available bandwidth by resetting the congestion win-
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dow to activate the TCP slow start. This approximation can be replaced by a more intelligent

algorithm that takes into account the TCP state before the disconnection or partitioning as

well as available information from MMIP6. Figure 5.18 depicts an example scenario where

such an intelligent algorithm can be useful. In this example, the traffic density on a road

is very low and a vehicle V has exclusive access to an Internet Gateway IGW1. This way,

V can completely utilise the available bandwidth to communicate with an Internet host.

If V gets disconnected after leaving the radio transmission range of IGW1, MCTP moves

into the DISCONNECTED mode until V is able to communicate with IGW2. In this situa-

tion, DRIVE provides additional information about IGW2, such as an expected low traffic

density and a low utilisation of IGW2. Based on this information, MCTP may not decide

to force the TCP slow start but to continue communication with the configuration before

the disconnection. This optimisation would increase the TCP performance after a period of

disconnection or partitioning. However, it is not implemented in the core functionality of

MCTP since the configuration depends on many factors of a real VANET environment that

cannot be derived in theory.

5.4 Qualitative Evaluation

In order to determine the suitability of MCTP for the VANET scenario, this section evaluates

MCTP in a qualitative way. Therefore, MCTP is discussed in the context of the requirements

identified in section 5.2, namely lost segments, disconnections, notifications, and TCP API.

Since several principles of MCTP are based on Ad Hoc TCP (ATCP) proposed by Li et al.,

the simulation and measurement results published in [136] are also considered for the qual-

itative evaluation of the requirements. A quantitative evaluation of the MCTP performance

in typical vehicular communication scenarios on the road is subject of chapter 6.

5.4.1 Handling Segment Losses

An important characteristic of MCTP is the situation-based handling of segment losses.

Losses are treated in two ways:

´ On lossy communication links, MCTP retransmits the unacknowledged segment au-

tonomously while TCP is frozen in the persist mode. This way, TCP does not perform

congestion control in case of lost segments.

´ In case of an indicated congestion, the standard TCP congestion control ensures that

TCP throttles back the current transmission rate.
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Measurements showed that ATCP, the basis of MCTP, completely avoids the slow start

of TCP on lossy communication links with a bit error rate of 10−5 [136]. Depending on

the transmission delay per hop, ATCP requires about 50 % to 25 % of the transfer time to

download a 1 Mbyte file compared to TCP Reno. In combination with a periodic congestion

every 5 s, the transfer time of ATCP was about 40 % to 15 % compared to the transfer time of

TCP.

These results are also valid for MCTP since MCTP implements the basic principles of

ATCP for handling segment losses. Thereby, the differences between MCTP and ATCP are

marginal: A major difference is that MCTP enters the LOSS state after two consecutive Du-

pAcks whereas ATCP waits for three DupAcks. This way, MCTP expects a more sponta-

neous handling of segment losses indicated by three DupAcks. A second difference is that

ATCP is based on TCP Reno, whereas MCTP uses TCP New Reno and, thus, an improved

fast retransmit/fast recovery mechanism. Moreover, MCTP implicitly supports selective ac-

knowledgements not used in ATCP. As a result, MCTP efficiently handles segment losses

and, thus, fulfils the ‘Lost Segments’ requirement.

5.4.2 Handling Disconnections and Network Partitioning

The MCTP protocol state machine was designed to react appropriately to temporary com-

munication breakdowns. It therefore differentiates the following two situations:

´ A partitioning of the VANET while two vehicles communicate with each other.

´ A disconnection from the Internet while a vehicle communicates with an Internet host.

In case of a VANET partitioning, the sending vehicle is notified by ICMP about an un-

reachable communication peer. In this situation, MCTP puts TCP into persist mode and

probes the TCP connection periodically for a reconnection. In contrast to ATCP, MCTP does

not perform an exponential backoff of the probing period; instead, it uses the value of the

last round trip time. This is due to the fact that the routing protocol of the sending vehicle

is expected to drop IP packets if it cannot find a valid route to the destination vehicle. This

way, the probing does not waste any bandwidth. After a reconnection, it may take up to the

last round trip time until MCTP realises the reconnection and communication is continued.

Disconnections from the Internet are not implemented in ATCP. In MCTP, disconnections

are handled more efficiently since the DRIVE protocol directly notifies MCTP if it does no

longer receive any SA Announcements from IGWs. In this situation, communication with

the Internet is no longer possible and MCTP forces TCP to enter the persist mode until

DRIVE notifies MCTP about a newly available IGW. TCP does not send any probe pack-
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ets during this time. This way, MCTP can handle disconnections from the Internet very

efficiently.

As a result, MCTP provides a quick convergence of TCP in case of network partitioning

and disconnections from the Internet. Since the disconnections are a very important aspect

of the Internet integration of VANETs, they are examined and evaluated further on in chap-

ter 6.

5.4.3 Support of Notifications

The MCTP protocol state machine basically processes information and events generated ei-

ther locally or by intermediate systems. Local events may be caused by the MOCCA proto-

cols on the underlying network layer such as the notification of a disconnection when IGWs

are not available for Internet access. Moreover, the MCTP protocol state machine can be ex-

tended by further notifications. An example could be the notification of changing network

conditions in order to improve communication efficiency further on (see the improvements

described in section 5.3.4).

MCTP also considers notifications generated by intermediate systems. Examples are no-

tifications about potential congestions using ECN and notifications about the partitioning

of the VANET using ICMP. The protocol state machine also interferes with indirect notifi-

cations caused by TCP such as timeouts or duplicate acknowledgements. Hence, MCTP

is able to process these events in order to react quickly to sudden changes in the network

conditions.

5.4.4 TCP Application Programming Interface

An important feature of MCTP is its implementation as a sublayer between TCP and IP. This

sublayer does not modify the semantics of standard TCP. MCTP is therefore interoperable

with TCP New Reno, the commonly used TCP in the Internet. This way, MCTP can be mixed

up with standard TCP, i.e. an MCTP-enabled host can communicate with a common TCP

host. In this case, the performance of MCTP generally corresponds to the performance of

standard TCP.

The implementation as a sublayer of TCP also leaves the service access point of TCP

untouched. This way, MCTP can be used similar to TCP using the socket API, which fa-

cilitates the porting of existing IP-based applications as well as the development of future

applications for the VANET scenario. This way, MCTP completely fulfils the ‘TCP API’

requirement.
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5.5 Summary

The transport layer is of vital importance for the performance of a communication system.

The communication protocol on this layer hides the typical characteristics of the underlying

networking technologies to the application-based protocol layers. This way, the transport

protocol significantly affects the communication performance experienced by the applica-

tions. In the MOCCA architecture, the MoccaProxy segments the end-to-end transport layer

connection into two parts: communication with Internet hosts, and communication with

vehicles. Whereas communication in the Internet is based on TCP, an optimised transport

protocol can be used for communication between vehicles and the MoccaProxy. Such a

transport protocol has to face several challenges: efficient and situation-based handling of

segment losses, a quick convergence in case of disconnections, the consideration of notifi-

cations about changing network conditions, and a programming interface similar to TCP.

TCP is not a suitable solution since its conservative congestion control provides poor per-

formance in vehicular environments. Moreover, an observation of related work on TCP

improvements for mobile and wireless environments showed that none of the existing solu-

tions fulfils the transport protocol requirements for vehicular ad hoc networks sufficiently.

This chapter introduced MCTP, the transport protocol integrated into the MOCCA pro-

tocol architecture. MCTP can be used for communication between vehicles as well as com-

munication between vehicles and the MoccaProxy. MCTP is based on the principles of Ad

Hoc TCP but was enhanced in several ways to take into account the typical characteristics

of vehicular environments. MCTP operates in a sublayer between IP and TCP, which pro-

cesses available information and events in order to control TCP appropriately in different

situations. This way, it is able to classify segment losses by congestions or transmission er-

rors and it is able to handle temporary network partitioning and disconnections from the

Internet very efficiently. This core functionality can be extended by further improvements

considering additional notifications from the underlying MOCCA protocols in an integrated

manner. Hence, MCTP is a suitable solution for being deployed in the MOCCA architecture.

A qualitative evaluation showed that MCTP fulfils the transport protocol requirements for

VANETs. Measurements from the authors of Ad Hoc TCP [136] – the basis of MCTP – in

a typical ad hoc network scenario showed that Ad Hoc TCP reduces the time to transfer

a certain amount of data between two hosts in the ad hoc network to one third compared

to standard TCP. MCTP will improve this performance further on since it provides a better

handling of network partitioning. The following chapter evaluates MCTP for the Internet

integration of VANETs.





Chapter 6

Evaluation

The previous chapters proposed the different communication protocols of the MOCCA ar-

chitecture and evaluated them in the context of the related work in the respective areas. The

goal of this chapter is to evaluate the MOCCA architecture as a whole in two ways: a quan-

titative evaluation and a qualitative evaluation. The quantitative evaluation determines the

performance of MOCCA by measurements in a testbed, which emulates different vehicular

communication situations: a crossway in a city, an empty motorway at night, a motorway

with a high traffic flow, and a congested motorway. For these scenarios, this chapter pro-

poses communication models for four typical vehicular scenarios on the road. These models

reflect the characteristics a vehicle experiences while travelling in the respective scenario.

The results of the measurements are discussed and compared with measurements using a

split TCP approach and an end-to-end TCP approach in the same testbed. The qualitative

measurements evaluate MOCCA in the context of the requirements for the Internet integra-

tion of VANETs. With these investigations, MOCCA is compared with the related work on

Internet integration.

This chapter begins with a description of the approach used for the evaluation of MOCCA

in section 6.1. Section 6.2 introduces four vehicular communication scenarios together with

the communication models for a vehicle in each scenario. This section is followed by the

quantitative evaluation in section 6.3, which attends to the methods used for the measure-

ments, the results of the evaluation, and a discussion of the results. The qualitative evalu-

ation is subject of section 6.4 that evaluates the suitability of MOCCA for the Internet inte-

gration of VANETs. Finally, section 6.5 summarises this chapter with the key results of the

evaluation and a comparison of MOCCA with related work.
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6.1 Goals and Used Approach

The movement of a vehicle and the traffic flow on the road depends on many factors. Ex-

amples are the type of the road (e.g., a motorway, a rural road, or a street in a city), daytime,

day of the week, weather and road conditions, macro-mobility patterns, and micro-mobility

movements. Even a driver’s preference, mood, and schedule influence the traffic on the

road. As a result, the traffic on a road is very heterogeneous and the modelling of realistic

traffic scenarios is a very complex matter due to the amount of parameters affecting the traf-

fic flow and the mobility of individual vehicles. For example, an analysis of the observed

traffic on a motorway at night showed that it is almost impossible to model the traffic flow

in this situation [307]. An exact specification of the network conditions in the VANET is not

possible, too. Many parameters immediately depend, e.g., on the number of communicating

vehicles, their distribution, and the communication patterns of the applications being used.

Moreover, environmental and physical aspects affect the performance characteristics further

on such as the radio wave propagation that only can be considered by having detailed geo-

graphical information. This way, exact assertions on the available bandwidth, packet delays,

packet losses and jitter are very difficult to model in a realistic way.

The goal of this evaluation is to determine the performance of MOCCA under typical con-

ditions on the road using the FleetNet communication system for inter-vehicle communica-

tion. An evaluation in a real-world test environment is not practical since many vehicles are

needed and the results are not reproducible due to permanently changing conditions. More-

over, FleetNet hardware and software is currently not available for the tests. An alternative

approach is a pure simulation of realistic network conditions with existing network simu-

lators like ns-2 [308]. This is also not suitable since these tools cannot process the amount

of data that are necessary for the simulation runs. Moreover, simulation tools are based on

abstract end system models that further may adulterate the measurements.

For these reasons, the evaluation of MOCCA follows a hybrid approach: For the eval-

uation, an MCTP prototype was implemented to measure the performance of MCTP using

real end systems. The measurements are performed in a testbed that emulate the lower com-

munication layers in an abstract way. The emulation reflects abstract models for the perfor-

mance characteristics of the FleetNet communication system as well as for the characteristics

of the MOCCA protocols operating on the network layer, namely MMIP6 and DRIVE. This

approach is justified by the fact that MCTP provides an interface to the MOCCA architecture

hiding the lower protocol layers to the applications. The emulation used for the evaluation

models the different “segments” in the MOCCA architecture as depicted in figure 6.1:

´ Communication in the VANET, i.e. between vehicles and IGW, which is based on the

FleetNet communication system.
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Figure 6.1: VANET Scenario used for the Evaluation

´ Communication between the IGW and the MoccaProxy, which assumes an ATM net-

work (Asynchronous Transfer Mode) [309, 310].

´ Communication between the MoccaProxy and the CN using the Internet.

Since an exact model of these situations cannot be developed with arguable efforts, sim-

plifications and abstractions are necessary to model the communication behaviour of the

road communication scenarios. Although such abstractions reflect a rather unrealistic im-

age of the real world, they allow assertions about the usefulness of communication proto-

cols, their efficiency and improvement potentials, and their performance in expected envi-

ronments and situations.

6.2 Vehicular Communication Scenarios

Since traffic on the road is highly heterogeneous, one scenario cannot cover all facets of exist-

ing road situations. This evaluation is based on four different scenarios reflecting “typical”

communication scenarios in different road traffic situations:

´ A crossway in a city.

´ A motorway at night.

´ A motorway with a high traffic flow.

´ A congested motorway.
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In order to model the network layer characteristics, all scenarios assume the FleetNet

communication system for inter-vehicle communications (see section 2.1.1). The FleetNet

air interface is based on a modified UTRA-TDD scheme1 using Code Division Multiple Ac-

cess (CDMA) to separate the communication channels of the vehicles [27]. In order to model

inter-vehicle communication, parameters for the link layer performance of FleetNet are nec-

essary, which can be found in [255]: The maximum net link layer bandwidth2 of the FleetNet

communication system is Bwnet = 588 kbit/s. The digital modulation deploys a Quatenary

Phase Shift Keying (QPSK) scheme, which is able to transmit 2 bit per 1 Hz. Typical transmis-

sion delays for one link are in the magnitude of three to four transmission frames whereby

the duration of a frame is 10 ms. Hence, the resulting delay for one hop in the worst case is

delay = 4 · 10 ms = 40 ms, which is assumed in the following scenarios.

The wireless transmission causes a rather high packet error rate compared to wired net-

works. At higher noise levels, the frame error rate of FleetNet can be up to 10−3 [255]. An

average IP packet of 1, 500 byte is, thus, split up into 29 link layer frames each having a

length of 420 bit. Therefore, the resulting IP packet error rate would be up to 2.9 % in this

case. In the following scenarios, an IP packet error rate of err = 1 % is assumed, which is in

accordance with the results proposed in [311]. Hence, the overall IP packet loss probability

depends on the number of hops and can be calculated using the following equation:

loss(hops) = 1 − (1 − err)hops = 1 − 0.99hops (6.1)

On the network layer, the DRIVE protocol requires additional bandwidth for the discov-

ery of the IGWs. In order to distribute the SA Announcements of DRIVE in the VANETs (cf.

section 4.4.2), a simple flooding mechanism is assumed for this purpose. Since this over-

head also depends on the topology of the VANET, more precise estimations are used for the

respective scenarios in order to determine the overhead caused by DRIVE.

Further abstractions are necessary for the protocols on the network layer and the trans-

port layer. In general, the additional overhead of these layers is not considered since this

overhead varies with packet sizes and configurations. The models also do not consider the

overhead of the location-based routing protocol, which is basically determined by the pro-

tocol mechanisms used as well as the protocol implementation. Furthermore, the overhead

for the registration of MMIP6 is neglected since it is rather small and it also depends on

the configuration of MMIP6. Although these limitations may represent a simplification of

the scenarios, they are acceptable to investigate the MOCCA performance in “typical” situ-

ations.
1UTRA TDD: UMTS Terrestrial Radio Access – Time Division Duplex.
2This value considers a spreading factor of 1 and a code rate for the convolution code of 1

3 . The usage of a

higher code rate will lead to a higher bandwidth but also to a higher bit error rate. Choosing a higher spreading

factor will cause a reduction of the useable data rate.
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Further relevant parameters vary between the scenarios and are introduced in the respec-

tive scenario description.

6.2.1 City Crossway

The first scenario represents a crowded crossway in a city, which combines four street seg-

ments as illustrated in figure 6.2. Each segment consists of one lane per direction. The traffic

flow is controlled by traffic lights for each street segment. An IGW mounted at a corner of

the crossing provides access to the Internet for the vehicles at the crossway. The traffic flow

in this scenario can be subdivided into two phases for each street segment. While the traffic

lights are red for one street segment, the vehicles on this segment have to wait and do not

move. If the light switches to green, the vehicles will start moving to pass the crossway. In

the following, the first case is called “red phase” and the second case is called “green phase”.

IGW

Service
Area of IGW

: Vehicle ▫ : Traffic Lights ▫ IGW: Internet Gateway

Figure 6.2: An Urban Crossway

The crossway scenario shows the following characteristics for one street segment:

´ The movement of the vehicles during the green phase is very smooth. The vehicles

drive at low speeds and typically do not overtake each other – except when a vehi-

cle turns off at the crossway. As a result, the mobility of the vehicles is low and the

reconfiguration rate of the VANET is also very low.
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´ During the red phase, there is no movement of the vehicles on the respective street

segment. Thus, the mobility is static and the topology of the VANET does not change

for the vehicles on the respective lane.

´ The Internet access is provided by one IGW only covering the whole crossway. All

vehicles have to share the available bandwidth. In this scenario, there will not be any

handovers to other IGWs. Hence, vehicles are no longer able to access the Internet

when leaving the service area of the single IGW.

The traffic in a city mainly consists of cars and small busses. In Germany, the average

length of these vehicles is lveh = 4.5 m with an average distance of ∆x = 2 m between two

consecutive vehicles waiting in front of the traffic lights [312]. For simplicity reasons, this

scenario assumes that all vehicles start on one segment to move at the same time when the

traffic lights switch to green. Therefore, the average distance between the vehicles can be

supposed to be almost constant. The diameter of the geographical service area (dotted circle

in figure 6.2) indicates the area where the IGW can be used by the vehicles. Hence, this diam-

eter represents the area wherein the vehicles forward the SA Announcements of the IGW as

described in section 4.4.2. In this scenario, the diameter of the service area is assumed with

lgeo = 800 m to supply the whole crossway. The adaptive radio transmission range rradio de-

pends on the number of vehicles taking part in the VANET, because every communicating

vehicle causes additional interference. In this scenario, rradio = 100 m seems to be a suitable

value as shown later in this section. The penetration ϕ specifies the share of communicating

vehicles participating in the VANET. It has to be assumed that only a certain percentage of

cars will be equipped with VANET-capable technology. It can be expected that more lux-

ury cars and trucks will be the first deployment candidates. In urban areas, there will be

many compact cars or lower-equipped cars that predominantly will not have the necessary

communication hardware. Here, a penetration of ϕ = 8 % is assumed for the crossway sce-

nario. Table 6.1 summarises the micro-mobility parameters used for the crossway scenario.

As described in the previous section, the FleetNet communication system has an expected

net bandwidth of Bwnet = 588 kbit/s with a delay of delay = 40 ms per link and an IP packet

error rate of err = 1 %. The expected jitter of the transmission delay is set to ±10 ms.

With the help of these micro-mobility parameters, it is possible to determine several im-

portant macro-mobility statistics. The first estimation considers the minimum number of

hops between a vehicle at the border of the service area and the IGW. Having optimum

conditions, the distance between two communicating vehicles is as large as the radio trans-

mission range. Hence, the minimum number of hops can be derived in the following way:

hopsmin =
1
2 · lgeo

rradio
=

400 m
100 m/hop

= 4 hops (6.2)
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DescriptionParameter

Average Length of a Vehiclelveh

Diameter of the IGW’s Service Arealgeo

Default Value

4.5 m

800 m

Radio Transmission Rangerradio 100 m

Penetration of communicating Vehiclesϕ 8 %

Transmission Delay per Linkdelay 40 ms

Available Bandwidth (net)Bwnet 588 kbit/s

Distance between two Vehicles∆x 2 m

Variation of Transmission Delayjitter ±10 %

Packet Error Rate per Linkerr 1 %

Table 6.1: Micro-Mobility Parameters for the Crossway Scenario

The second important factor is the traffic density ρ representing the number of vehicles

per lane and km. The traffic density is a measure for the average utilisation of the road.

According to [307], the traffic density can be estimated from the lengths of the vehicles, the

distance between two vehicles, and the number n of vehicles that pass one lane in a time

period as follows:

ρ =

(

1
n
·

n

∑
i=1

(lveh(i) + ∆xi)

)−1

≈

(

1
n
·

n

∑
i=1

(lveh + ∆x)

)−1

=
1

lveh + ∆x
(6.3)

=
1

(4.5 + 2) m/vehicle
≈ 154 vehicles/km

A third important parameter is the number of vehicles nveh in the service area of the IGW.

In the crossway scenario, the service area consists of four street segments, each with a length

of 400 m and one lane per direction. The vehicles occupy at maximum six lanes simultane-

ously since the traffic lights are usually green for at most two street segments at the same

time. This way, the number of vehicles in the service area is nveh = (0.4 · 6 · 154) vehicles =

370 vehicles. Considering the penetration of ϕ = 8 %, the service area comprises about

30 communicating vehicles that compete for the available bandwidth of the IGW. In this

model, it is assumed that the communicating vehicles are distributed equally on the six

lanes. This means that there are 30
6 = 5 vehicles on each of the six lanes. Thus, the average

distance between two neighboured communicating vehicles is 400
5 = 80 m. This shows that

rradio = 100 m is an appropriate configuration to make inter-vehicle communication possible.



174 6. Evaluation

For simplification, this scenario assumes that all vehicles access the Internet simultane-

ously and do not communicate locally except for the forwarding of IP packets from other ve-

hicles towards the IGW. Hence, the available bandwidth per vehicle is solely determined by

the last hop to the IGW, because all vehicles have to share the bandwidth of this hop. A small

share of the available net bandwidth is needed for the transmission of the SA Announce-

ments inside the direct transmission range of the IGW. The average number of vehicle in the

immediate transmission range of the IGW can be derived by dividing rradio by the average

distance between two communicating vehicles. In the worst case, the announcements are

forwarded by all vehicles located in the immediate transmission range of the IGW. Hence,

on average 100/80 = 1.25 vehicles per street segment forward the SA Announcements from

the IGW in addition to the transmission of the IGW itself. The overhead BwDRIVE caused

by DRIVE (equation 4.6) in the immediate transmission range of the IGW can be specified

more accurately by equation 6.4. Assuming an average size for the SA Announcements of

PAnnounce = 110 bytes (as derived in section 4.5.1) and a frequency of fAnnounce = 2 Hz, the

overhead caused by DRIVE is determined in the following way:

BwDRIVE = # transmissions · fAnnounce · PAnnounce (6.4)

= (1 + 6 · 1.25) · 2 Hz · 110 byte = 14.96 kbit/s

If all vehicles access the Internet simultaneously, the available bandwidth Bw for each

vehicle is determined by equation 6.5. Thereby, a simplified assumption can be made that

the available bandwidth is distributed equally among the communicating vehicles; mea-

surements with competing TCP flows in [313] showed that these flows share the available

bandwidth almost fairly.

Bw =
Bwnet − BwDRIVE

# communicating vehicles
=

588 − 14.96
30

kbit/s = 19.1 kbit/s (6.5)

The effect of packet duplicates caused by the location-based routing protocol in FleetNet

is negligible for this scenario, because there is no more than one communicating vehicle

in the transmission range of any other vehicle that forwards data packets towards the IGW.

Furthermore, the routing protocol has only little impact on the communication: The position

of the IGW is included in the first SA Announcement received by the vehicle (see section

4.4.4). According to section 4.4.4, an additional location query to determine the position of

the IGW is not necessary in this case.

Mobility Model for One Vehicle

An important requirement for the evaluation is the observation of a vehicle V passing the

crossway. When V enters the service area of the IGW, it will receive the SA Announcements
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of the IGW. With the help of these announcements, V identifies the IGW and MMIP6 reg-

isters itself with the Foreign Agent running on the IGW. After that, the vehicle is able to

access the Internet. The initial distance between the IGW and V at the border of the ser-

vice area is 5 hops, which corresponds to the number of communicating vehicles on each

lane. For simplicity reasons, this scenario supposes that traffic is only forwarded by com-

municating vehicles on the same direction. No packets are routed to the IGW by vehicles

on the oncoming traffic. Hence, the initial transmission delay between V and the IGW is

5 · 40 ms = 200 ms with a jitter of ±10 % (see table 6.1).

In the beginning, the traffic lights for the street segment are red and the vehicles do not

move. If the traffic lights switch to green, the vehicles start up and pass the crossway slowly.

Without the loss of generality, it is assumed that all vehicles start moving at the same time

with the same speed of 15 km/h. While V approaches the IGW, the number of hops is

decremented every 80 m, i.e. the average distance between two communicating vehicles.

Therefore, the number of hops is reduced every 80 m/15 km/h ≈ 19 s.
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Figure 6.3: Mobility Impact on the Number of Hops

Figure 6.3 shows the distance (in hops) between V and the IGW over time when V drives

through the service area of an IGW. At t0, V enters the service area of the gateway and

is now able to access the Internet whereby four vehicles between V and the IGW forward

the IP packets of V. The number of hops is reduced every 19 s until t1. At this time, the

traffic lights switch to red for this segment. Hence, V does not move for the next 45 s and

the distance to the IGW is constant during this period. Afterwards, the traffic lights again

switch to green and V continues its movement. At t2, V enters the radio transmission range

of the IGW at a distance of rradio = 100 m to the IGW. Within this area, the vehicle is in a

position to communicate with the IGW directly. Thus, delay and the packet loss rate are

minimal during this period. At time t3, V passes the traffic lights. Therefore, it speeds up to
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IGW1 IGW2 IGW3

: Vehicle ▫ IGW: Internet Gateway

Service Areas

IGW4

2.5 km 1.5 km 9.5 km

Figure 6.4: A Motorway at Night

an assumed speed of 30 km/h. The whole period of having direct access to the IGW is, thus,
100 m

15 km/h + 100 m
30 km/h = 36 s. In this example, the following communicating vehicle is assumed

to turn off at the crossing. Hence, V becomes disconnected at t4 for a period of 10 s until t5

when a following communicating vehicle moves into the transmission range of V and re-

establishes the Internet connection. This gap might be bridged by considering the ability of

the oncoming traffic to forward data packets, which is not considered in this model. From

this time, the number of hops increases every 80 m/30 km/h = 9.6 s. The connection is lost

after a distance of 5 hops when V leaves the service area of the IGW at time t6.

6.2.2 Motorway at Night

The second scenario represents an almost empty motorway at night. Figure 6.4 depicts

this motorway consisting of three lanes per direction. Thereby, four IGWs provide Internet

access for the passing vehicles. The characteristics and assumptions of this scenario are the

following:

´ The vehicles are driving at high speeds. Hence, the duration of a connection with an

IGW is rather short.

´ The distance between the first and the second IGW is larger than the diameter of the

IGW’s service area. For this reason, communication is not possible in a small area of

500 m between the two IGWs resulting in a short-term disconnection from the Internet.
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´ The radio transmission areas of the second and the third IGW overlap each other for

500 m. Hence, a vehicle has to perform a handover to make continuous communica-

tion possible while passing IGW2 and IGW3.

´ The distance between IGW3 and IGW4 is assumed to be 9.5 km, which causes a long

period of disconnection. This is justified by the assumption that especially at an early

deployment phase the IGWs will not have an area-wide coverage.

DescriptionParameter

Average Length of a Vehiclelveh

Diameter of the IGW’s Service Arealgeo

Default Value

4.5 m

2,000 m

Radio Transmission Rangerradio 1,000 m

Penetration of communicating Vehiclesϕ 15 %

Transmission Delay per Linkdelay 40 ms

Available Bandwidth (net)Bwnet 588 kbit/s

Distance between two Vehicles∆x 1,000 m

Variation of Transmission Delayjitter ±5 %

Packet Error Rate per Linkerr 1 %

Table 6.2: Micro-Mobility Parameters for the Motorway at Night

In this scenario, it is assumed that cars or small busses travel on the motorway only. The

average length of these vehicles is lveh = 4.5 m [312]. Due to the low traffic density at night,

the average distance between two neighboured vehicles is assumed with ∆x = 1 km and the

diameter of the service area of an IGW is supposed to be lgeo = 2, 000 m. According to [314],

the adaptive radio transmission range in FleetNet might be up to 1, 000 m. Since only few

vehicles drive on the motorway, the radio transmission range rradio is set to this maximum

value, which is much higher than in the other scenarios. The penetration ϕ of communi-

cating vehicles is also likely higher than in the crossway scenario, because on a motorway

there might be a higher number of better-equipped cars than in a city. A penetration rate of

ϕ = 15 % is assumed to be suitable for this scenario. The following parameters are chosen

as in the crossway scenario: Bwnet = 588 kbit/s, delay = 40 ms (per link), and err = 1 % per

link. The jitter is assumed to be lower compared to the previous scenario, because a vehicle

always has a direct and exclusive access when communicating with the IGW; it does not
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have to forward any data packets of other vehicles. This way, jitter = ±5 % seems to be

suitable for this purpose. Table 6.2 summarises the micro-mobility parameters used for the

motorway at night scenario.

From these micro-mobility parameters, several macro-mobility observations can be de-

rived. According to equation 6.3, the traffic density per lane is ρ ≈ 1,000
1,000+4.5 ≈ 1 vehicle/km,

which reflects the emptiness on the motorway. The total number of vehicles nveh within the

service area of one IGW is calculated by

nveh = ρ · # lanes · lgeo = 6 vehicles (6.6)

Considering the penetration of ϕ = 15 %, there is no more than one communicating vehi-

cle inside the service area of an IGW. Under these circumstances, a vehicle driving through

the service area has the full available bandwidth of this gateway for 2 km. This bandwidth

is slightly reduced by the transmission of SA Announcements in the radio transmission di-

ameter of the IGW. Like in the crossway scenario, a frequency of two SA Announcements

per second is assumed. In the worst case, the communicating vehicle forwards the SA An-

nouncements resulting in two transmissions for each SA Announcement. Hence, the over-

head caused by DRIVE for the motorway at night model is determined as follows:

BwDRIVE = # transmissions · fAnnounce · PAnnounce = 2 · 2 Hz · 110 byte = 3.52 kbit/s

According to equation 6.5, the average available bandwidth in this scenario for a vehicle

passing the first IGW is BwIGW1 = 584.48 kbit/s. This value is only valid for the case that

the vehicle is in the transmission range of a single IGW. Between IGW2 and IGW3, there is

a small area where the vehicle has direct access to both gateways as illustrated in figure 6.4.

Although a vehicle can only have a connection to one of the gateways, the SA Announce-

ments from both gateways need to be forwarded. As a result, the overhead caused by DRIVE

is doubled in this area, resulting in an available bandwidth of BwIGW2,3 = 580.96 kbit/s.

Since no other communicating vehicles are travelling in the transmission range of a ve-

hicle, communication with the IGW is only possible if the gateway can be accessed directly.

This is why the number of hops and, therefore, the delay for a connection is always constant

as long as an IGW is available. Like in the crossway scenario, duplicates can be neglected

since inter-vehicle communication does not occur with the assumed parameters.

Mobility Model for One Vehicle

On empty motorways, drivers usually travel at high speeds. According to [307], the average

speed of cars on motorways with a low traffic density is 150 km/h. In the following, it is

assumed that a vehicle V passes the four IGWs with this speed (cf. figure 6.4). The exam-

ined motorway segment has a total length of 15.5 km. The distance between the first and the
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second IGW is assumed to be 2.5 km. Thus, the service areas of both gateways are separated

and a coverage gap of 500 m occurs between IGW1 and IGW2. The distance between IGW2

and IGW3 is assumed to be 1.5 km, which means that the transmission ranges of the gate-

ways overlap each other for a distance of 500 m. When leaving the service area of IGW3,

V becomes disconnected from the Internet for a longer period of time before it reconnects

to the Internet via IGW4. Thereby, the distance between IGW3 and IGW4 is assumed to be

9.5 km, resulting in a gap of 7.5 km where V has no Internet access.

Time [s] 

hops

t0 = 0 t1 = 60

t2 = 102

1

t3 = 144t0 + 48 t4 = 324 t5 = 372

12s 180s

Figure 6.5: Impact of the Vehicle’s Mobility on the Number of Hops

In this scenario, figure 6.5 shows the variation of the number of hops for vehicle V against

the time. The first IGW gets accessible at time t0. Vehicle V can communicate with IGW1

over a distance of 2 km, which corresponds to 2 · rradio. At a speed of 150 km/h, the contact

to this gateway will be lost after 2 km/150 km/h = 48 s. Hence, at t0 + 48 s there is no

other IGW available and the Internet access becomes temporarily unavailable. For simplicity

reasons, the use of the oncoming traffic for Internet access to one of the gateways is not

considered. Afterwards, V passes a distance of 500 m without having Internet access, i.e. V

is temporarily disconnected from the Internet for 500 m/150 km/h = 12 s.

The next event occurs at t1 = t0 + 48 s + 12 s = t0 + 60 s, where V enters the radio trans-

mission range of the IGW2 and again gets access to the Internet. Since the transmission

areas of IGW2 and IGW3 overlap each other, the Internet connection of V with the second

IGW can be handed over to IGW3. The handover occurs at t2 = t1 + 1.75 km
150 km/h = t1 + 42 s.

The latency caused by the processing of the handover is assumed with tHOlat = 24 ms that

corresponds to the measurements in [315]. During this time, all packets are assumed as

being lost due to a “hard” handover. In this example, the handover occurs at t2 when the

vehicle is located in the middle of both IGWs. After the handover to IGW3 at t2 + tHOlat,

V is able to continue with its communications. IGW2 and IGW3 together cover a service

area of 3.5 km. With the assumed speed of 150 km/h, V has connectivity to the Internet for

3.5 km/150 km/h = 84 s while passing both gateways. The vehicle leaves the transmission
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range of IGW3 at t3 = t1 + 84 s and V becomes disconnected from the Internet until it trav-

els into the service area of IGW4 at t4. Since the coverage gap between IGW3 and IGW4 is

7.5 km, the reconnection to the Internet via IGW4 occurs at t4 = t3 + 7.5 km
150 km/h = t3 + 180 s.

Finally, V becomes disconnected from the Internet when leaving the service area of IGW4 at

t4 + 48 s.

6.2.3 Motorway with high Traffic Flow

The third scenario used for the evaluation models a motorway with a high traffic flow, e.g.

during day time, as shown in figure 6.6. Corresponding to the previous scenario, the mo-

torway has three lanes per direction. The features and assumptions for this scenario are the

following:

´ The traffic flow is high and is slightly disturbed by overtaking manœuvres. The mo-

bility of the vehicles is also high and differs between the individual lanes. Vehicles on

the left lane will drive at higher speeds than, e.g., trucks on the right lane.

´ Faster vehicles often overtake slower ones. Therefore, the topology of the VANET is

subject to a frequent reconfiguration rate.

´ Two gateways IGW1 and IGW2 mounted at the roadside provide Internet access for

the motorway segment considered. The service areas of the IGWs do not overlap each

other. This way, communication is not possible in an area between the IGWs.

IGW1 IGW2

: Vehicle ▫ IGW: Internet Gateway

Service Areas

Figure 6.6: A Motorway with high Traffic Flow
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The specification of the average length of a vehicle is more complex than in the previous

scenarios, because the motorway traffic is characterised by many different kinds of vehicles

like cars, trucks, or semi-trailer trucks. The middle and the left lane are mainly occupied

by cars and small transporters with an average length of lveh = 4.5 m [312]. The average

length at the right lane is higher, because trucks basically travel on the right lane. The

average length of a truck is assumed with their maximum permissible length of 12 m as

defined in [316]. Assuming trucks to have a share of 10 % of the total road traffic, the average

length of vehicles on all three lanes of the motorway is lveh = 5.3 m [307]. Furthermore, the

average distance ∆x between two neighboured vehicles can be assumed with 28 m. The

following parameters are chosen as in the motorway at night scenario: Diameter of the

service area lgeo = 2, 000 m, penetration ϕ = 15 %, net bandwidth Bwnet = 588 kbit/s, and

packet error rate err = 1 % per link. The radio transmission range is set to rradio = 100 m and

the transmission delay is at 40 ms per link with an assumed jitter of ±20 %. This higher value

for the jitter considers the increased frequency of reconfigurations in the ad hoc network

caused by the higher mobility of the vehicles. Table 6.3 summarises the micro-mobility

parameters of this model.

DescriptionParameter

Average Length of a Vehiclelveh

Diameter of the IGW’s Service Arealgeo

Default Value

5.3 m

2,000 m

Radio Transmission Rangerradio 100 m

Penetration of communicating Vehiclesϕ 15 %

Transmission Delay per Linkdelay 40 ms

Available Bandwidth (net)Bwnet 588 kbit/s

Distance between two Vehicles∆x 28 m

Variation of Transmission Delayjitter ±20 %

Packet Error Rate per Linkerr 1 %

Table 6.3: Micro-Mobility Parameters for the Motorway with high Traffic Flow

Based on these assumptions, the minimum number of hops needed to communicate with

the IGW from the border of the service area is hopsmin = (0.5 · 2, 000/100) hops = 10 hops

(according to equation 6.2).
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According to [307], the traffic flow on a motorway is colloquial designated as “high” if

the traffic density ρ exceeds 30 vehicles/km (per lane). The density in this example can be

assumed with ρ = 30 vehicles/km, which corresponds to the result using equation 6.3. This

result shows that the assumption for ∆x is a suitable distance between two vehicles. Obvi-

ously, the traffic density on the right lane may be lower than on the other lanes, because this

lane is mainly occupied by longer vehicles that in addition might observe a higher safety dis-

tance than the driver of cars3. Under these conditions, the total number of vehicles in the ser-

vice area are derived with the help of equation 6.6: nveh = 2 km · 3 lanes · 30 vehicles/km =

186 vehicles. With a penetration of ϕ = 15 %, there are about 27 communicating vehicles

in the service area of the IGW. Hence, the average distance between two communicating

vehicles is 2, 000 m/27 vehicles ≈ 74 m/vehicles. The other way round, there are

nneighbours =
2 · rradio

avg. communication distance
(6.7)

=
200 m

74 m/vehicle
= 2.7 (communicating) vehicles (6.8)

in the radio transmission range of each communicating vehicle. This way, packet duplica-

tions may occur since a node has more than one forwarding node in its immediate communi-

cation range [318]. In this example, a duplication rate of dup = 1 % per link was chosen. The

following equation determines overall duplication probability dependent on the number of

hops:

dup(hops) = 1 − (1 − dup)hops = 1 − 0.99hops (6.9)

The transmission and forwarding of the SA Announcements from an IGW causes addi-

tional overhead that reduces the available bandwidth for Internet access. Using equation

6.4, the overhead in this model is BwDRIVE = (2.7 + 1) · 2 Hz · 110 byte = 6.512 kbit/s. Like

in the previous scenarios, it is assumed that all vehicles access the Internet simultaneously.

According to equation 6.5, the average available bandwidth for each communicating vehicle

is, thus,

Bw =
588 − 6.512

27
kbit/s = 21.57 kbit/s (6.10)

Mobility Model for one Vehicle

The mobility analysis in this scenario is more complex due to the different characteristics on

the three lanes. In this model, the examined motorway segment has a length of 5 km. Two

gateways IGW1 and IGW2 provide Internet access for the passing vehicles, as depicted in

3In Germany, the minimum safety distance for vehicles having a payload of more than 3.5 t and driving at a

speed of minimum 50 km/h should be at least 50 m (StVO, §4,3 [317]).
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figure 6.6. The service area of each IGW is 2, 000 m with an assumed gap of 1, 000 m between

the service areas of IGW1 and IGW2. Under the assumption that all communicating vehicles

are distributed equally, the minimal distance of a vehicle at the border of a service area is

hopsmin = 10 hops. Hence, the overall delay between the gateway and a vehicle at this

position is 10 · 40 ms = 400 ms with a jitter of ±20 %. For simplicity reasons, this scenario

distinguishes between two situations: A vehicle that drives on the right lane, and a vehicle

travelling on the left lane, which drives at higher speed and overtakes other vehicles.

Vehicle on the Right Lane

The traffic on the right lane is usually very smooth. The vehicles drive at an almost constant

speed of 85 km/h. In the beginning, the reduction of the number of hops is dominated by the

influence of approaching the IGW. If a faster vehicle on another lane forwards the IP pack-

ets of a vehicle V in the direction of the IGW, it may occur that this vehicle leaves the radio

transmission range of V. Thus, the Internet access becomes temporarily unavailable for V if

no other vehicle is available to forward the data. This does not only interrupt the communi-

cation of V but also of other following vehicles that use V as a forwarding hop towards the

IGW. For simplicity reasons, this scenario assumes that all lanes are equally used by commu-

nicating vehicles. Since the radio transmission range of V is larger than the average distance

between two communicating vehicles, it is supposed that there will be a communication

path between V and the IGW in most situations. Considering the average distance of 74 m

between two communicating vehicles, the number of hops to the IGW will be reduced every

74 m/85 km/h ≈ 3 s. From the border of the service area, 1, 000 m/(74 m/hop) = 14 hops

are needed to communicate with the IGW. Figure 6.7 illustrates the impact of the mobility

of the observed vehicle V to the number of hops experienced for communication.

At t0, V moves into the service area of IGW1 and discovers the gateway by receiving

its SA Announcements. The number of hops is decremented periodically every 3 s until

t1, when the connection is lost for a short period of 1 s since other communicating vehicles

are not available to forward the IP packets towards the IGW. This model only considers

vehicles moving in the same direction; vehicles in the oncoming traffic are not taken into

account for the Internet access. At t2, V communicates directly with IGW1. As long as the

vehicle is located in the radio transmission diameter of IGW1, i.e. 2 · rradio = 200 m, both

delay and packet losses will be minimal. This period takes until t3 = t2 + 200 m/85 km/h ≈

t2 + 9 s. At this time, Internet access again becomes unavailable for 2 s since the contact to

the gateway is assumed to be lost when leaving the radio transmission range of the IGW.

After the reconnecting to the IGW via three hops at t3 + 2 s, the number of hops between

V and IGW1 increases every 3 s. The next event occurs at t4 when V leaves the service area
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Figure 6.7: Effect of Vehicle’s Movement on the Number of Hops (Right Lane)

of IGW1 after 14 hops and therefore further communication with the Internet is no longer

possible.

The second gateway IGW2 becomes accessible at t5 = t4 + 1, 000 m/85 km/h ≈ t4 + 42 s.

Here, a similar behaviour can be observed: The distance to the IGW is decremented periodi-

cally every 3 s. At t6, V drives into the radio transmission range of IGW2 and, thus, has again

direct Internet access for a period of 9 s. Afterwards, the distance increases every 3 s. Finally,

V becomes disconnected from the Internet at t7 after 13 hops instead of 14 hops, because the

communication path to a following vehicle is assumed to be lost. The communication path

cannot be re-established until V leaves the service area of the second gateway.

Vehicle on the Left Lane

The second situation examines a vehicle W driving on the left lane of the motorway. There-

fore, W travels at a much higher speed, which is assumed to be 120 km/h on average. A

velocity of 100 km/h can be considered for vehicles on the middle lane corresponding to

the measurements in [307]. Hence, the duration of the Internet access is much shorter than

for vehicles on the right lane. Additionally, a vehicle on the left lane will overtake vehicles

on the other lanes. If the overtaken vehicle was used as next hop for the data packets, an

additional reduction of the number of hops occurs. Similar to the vehicles on the right lane,

it is assumed that W has a rather continuous Internet access. For vehicles on the left lane,

the distance (in hops) to the IGW is decremented every 74 m/120 km/h ≈ 2.2 s. Actually,



6.2 Vehicular Communication Scenarios 185

this period may vary between 3 s and 2.2 s since vehicles on other lanes also can be used to

forward the IP packets. Here, a reduction is assumed every 2.5 s for simplicity reasons. It

is also assumed that only vehicles driving in the same direction forward the data towards

the IGW. The reduction period will be shorter if the vehicle overtakes its “forwarding” ve-

hicle. Thereby, only overtaking manœuvres of W are considered. Assuming a distance to

the next-hop vehicle of 74 m when using it as a forwarding hop, the overtaking manœuvre

of a communicating vehicle on the middle lane will take 74 m/(120 − 100) km/h ≈ 13.3 s.

If the next-hop vehicle is located on the right lane, the overtaking procedure will last only

74 m/(120 − 85) km/h ≈ 7.6 s due to the higher speed difference.
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Figure 6.8: Effect of Vehicle’s Movement on the Number of Hops (Left Lane)

Figure 6.8 depicts the distance (in hops) between W and the gateways IGW1 and IGW2

against the time. It can be assumed that the change of the number of hops is quite irregular

due to the overtaking manœuvres. At t0, W enters the service area of IGW1, and IP packets

from W pass 14 hops to IGW1. The number of hops is reduced on average every 2.5 s while

W approaches to IGW1. At time t1 the number of hops is decremented by 2 since an assumed

overtaking manœuvre overlaps the reduction. At t2, W reaches the radio transmission range

of IGW1 and W can communicate directly with the IGW for 200 m/120 km/h = 6 s. After-

wards, the number of hops increases when leaving the radio transmission range of IGW1

and following vehicles forward the IP packets of W back towards IGW1. At t3, W leaves the

service area of IGW1 and, thus, becomes disconnected from the Internet.
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After travelling a distance of 1 km, W discovers IGW2. At t4, the connection to the In-

ternet is re-established and communication can be continued similar to the beginning of

this scenario. The next event occurs at t5 where the connection is lost for 1 s since no other

communicating vehicle is within reach during this period. Direct communication with the

gateway becomes possible at t6. This period takes 6 s as derived above. Afterwards, the

number of hops again increases until t7. Here, the geographical distance between W and

IGW2 exceeds 1 km and W leaves the service area of the IGW.

6.2.4 Congested Motorway

The last scenario models a congestion on a motorway with three lanes per direction. Figure

6.9 depicts this situation, which shows the following characteristics and assumptions:

´ The congestion on the motorway occurs in one direction only.

´ The vehicles do not move. Hence, the topology of the VANET is static and communica-

tion with an IGW is of long-term nature. Furthermore, the transmission characteristics

are almost constant.

´ Internet access is provided by a single IGW. Therefore, all communicating vehicles

have to share the available bandwidth of this gateway.

IGW

: Vehicle ▫ IGW: Internet Gateway

Service Area

Figure 6.9: A Congested Motorway
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Similar to the previous scenario, the average length of a vehicle lveh is 5.3 m with an aver-

age distance between two consecutive vehicles of ∆x = 2 m [312]. The diameter of the IGW’s

service area is set to lgeo = 900 m, which is rather short compared to the other motorway sce-

narios. However, this configuration proved as suitable as derived below. In addition, the

radio transmission range is reduced to rradio = 50 m in order to minimise the interference

in the VANET due to the higher traffic density. The remaining micro-mobility parameters

are chosen like in the previous motorway scenario (section 6.2.3): The net bandwidth is

Bwnet = 588 kbit/s, the delay is delay = 40 ms per link with a jitter of jitter = ±20 %, a

packet error rate of err = 1 %, and a penetration of ϕ = 15 %. Table 6.4 gives a summary of

the micro-mobility parameters.

DescriptionParameter

Average Length of a Vehiclelveh

Diameter of the IGW’s Service Arealgeo

Default Value

5.3 m

900 m

Radio Transmission Rangerradio 50 m

Penetration of communicating Vehiclesϕ 15 %

Transmission Delay per Linkdelay 40 ms

Available Bandwidth (net)Bwnet 588 kbit/s

Distance between two Vehicles∆x 2 m

Variation of Transmission Delayjitter ±20 %

Packet Error Rate per Linkerr 1 %

Packet Duplication Rate per Linkdup 2 %

Table 6.4: Micro-Mobility Parameters for the Congested Motorway

In this model, the minimum number of hops required for communication between a ve-

hicle at the border of the service area and the gateway is hopsmin = 450 m/(50 m/hop) =

9 hops (according to equation 6.2). This result justifies the decision to reduce the value of

lgeo in this scenario. Otherwise, hopsmin would be twice as large as in the crossway scenario.

Measurements showed that communication is practically impossible for distant vehicles in

high density VANETs [313]. Such vehicles would suffer from high packet loss rates and

delays.
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According to [307], congestion occurs if the traffic density ρ reaches a maximum ρmax ≈

140 vehicles/km per lane. This corresponds to the result using equation 6.3 and the micro-

mobility parameters in table 6.4. In this scenario, the congestion covers all three lanes of

the motorway. Therefore, the total number of vehicles located in the service area of the

IGW is nveh = 900 m · 3 lanes · 140 vehicles/km = 378 vehicles. Considering the penetra-

tion of ϕ = 15 %, there are about 57 communicating vehicles in the service area of the

IGW, which have to share the available bandwidth of this IGW. Based on this result and

the assumption that the communicating vehicles are equally distributed over the service

area of the IGW, the average distance between two neighboured communicating vehicles

is lgeo/50 vehicles ≈ 16 m. This way, there are on average nneighbours = 2 · rradio/16 m = 6.3

communicating vehicles in the radio transmission diameter of each vehicle. This justifies

the reduction of the transmission range to rradio = 50 m as stated above.

In this situation, a location-based routing protocol may cause duplicates while forward-

ing an IP packet over several hops. This duplication rate cannot be modelled exactly, be-

cause it basically depends on the routing protocol being deployed. Hence, a duplication

rate of dup = 2 % per link is assumed in this scenario and the total duplication rate depend-

ing on the number of hops is determined by the following equation:

dup(hops) = 1 − (1 − dup)hops = 1 − 0.98hops (6.11)

In order to determine the available bandwidth per vehicle, the overhead caused by the

discovery of the IGW has to be determined. According to equation 6.4, the overhead caused

by the SA Announcements is:

BwDRIVE = # transmissions · fAnnounce · PAnnounce

= (6.3 + 1) · 2 Hz · 110 byte = 12.848 kbit/s (6.12)

Similar to the previous examples, it is assumed that all vehicles access the Internet simul-

taneously. According to equation 6.5, the available bandwidth for each vehicle is

Bw =
588 − 12.848

50
kbit/s = 11.503 kbit/s (6.13)

Mobility Model for one Vehicle

In contrast to the other scenarios, the vehicles do not move in a congestion. Therefore, the

network topology is static and does not change over time. The individual transmission

delay and link quality depends on the position of a vehicle within the congestion. Hence,

this communication model considers the transmission of vehicles at different distances to

the IGW.
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Figure 6.10: Distance against the Position of a Vehicle

This model represents a motorway segment of 2 km length. As derived in the previ-

ous section, a vehicle located at the border of the service area has a minimum distance of

9 hops to the IGW. Here, the transmission delay is 9 · 40 ms = 360 ms with a jitter of ±20 %

(see table 6.4). Figure 6.10 shows the dependency of the number of hops against the dis-

tance of a vehicle to the IGW. The representation in figure 6.10 is idealised and assumes

that all vehicles are distributed equally in the service area of the IGW. Additionally, it con-

siders only the situation when IP packets are forwarded by the neighboured vehicle that

is closest to the IGW. Therefore, the number of hops needed to communicate to the IGW

might exceed clearly a value of nine dependent on the real situation and the routing pro-

tocol being used. In the worst case, a vehicle at the border of the service area requires

lgeo/2hop distance = (450/16) hops ≈ 28 hops to communicate with the gateway when all

vehicles are distributed equally. In this case, the vehicle will suffer from a packet error rate

of 24.5 % and an average packet delay of 1.12 s.

6.3 Quantitative Evaluation

The goal of the quantitative evaluation is to determine the performance of MOCCA in the

typical vehicular scenarios described in the previous section. Thereby, the transport protocol

MCTP is of particular interest, because it basically determines the performance characteris-

tics experienced by the applications. The characteristics of the MOCCA protocols at the net-

work layer as well as the inter-vehicle communication system are hidden to the applications.

The quantitative evaluation is based on measurements using the prototype implementation

of MCTP for the Linux operating system, which is described in appendix D. The measure-

ments were performed in a testbed emulating the different vehicular scenarios described in

section 6.2.
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6.3.1 Testbed Setup and Tests

The testbed for the evaluation consists of five Linux hosts connected via standard 100 Mbit/s

Ethernet with each other as depicted in figure 6.11. Thereby, two connected hosts form one

IP subnet in order to route the data appropriately. On the left-hand side, the mobile node

(MN) represents the vehicle that communicates via the MoccaProxy (middle) with a corre-

spondent node (CN) in the Internet on the right-hand side. A VANET emulator between

the MN and the MoccaProxy emulates the vehicular communication scenarios. A second

network emulator between the MoccaProxy and the CN models the communication charac-

teristics in the Internet. For the emulations, the NISTNet network emulator [319] was used

that allows the definition of network conditions for IP packet flows passing the emulator.

Therefore, NISTNet shapes the network traffic flows according to configurable parameters

like bandwidth, delay, jitter, packet drop rate, and packet duplication rate.

MN MoccaProxy CNNISTNet
VANET Emulator

NISTNet
Internet Emulator

CN: Correspondent Node ▫ MN: Mobile Node ▫ VANET: Vehicular Ad Hoc Network

Figure 6.11: Distance against the Position of a Vehicle

The VANET emulator reflects the communication characteristics between MN and Moc-

caProxy. It therefore implements the models of the four vehicular communication scenarios

using shell scripts, which reconfigure the NISTNet parameters over time. The shell scripts

model the network conditions a vehicle experiences when driving through one of the sce-

narios, i.e. the mobility of one vehicle. The VANET emulator covers the inter-vehicle com-

munication only; it does not consider the impact of the IGW network that connects the IGWs

to the MoccaProxy. This limitation can be accepted since the evaluation assumes an ATM-

based network to connect the gateways to the MoccaProxy (see section 6.1) and packet error

rate, transmission delay, jitter and packet duplication rate in ATM networks are negligible

compared to the communication characteristics in the VANET. Moreover, the ATM network

is not considered to limit the bandwidth provided by the IGWs.
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In practice, the communication characteristics in the Internet are highly complex and

heterogeneous, which makes the definition of a realistic model almost impossible for the

Internet emulator. Therefore, the following parameters are used, which are derived from

several investigations and measurements carried out in [320, 321, 322]:

´ The available bandwidth between MoccaProxy and CN is assumed to be higher com-

pared to the bandwidth in the VANET. This way, the bandwidth specified for the In-

ternet emulator was not limited.

´ The delay is assumed to be 200 ms with a jitter of ±10 ms. These values were measured

in [320, 321].

´ The IP packet error rate is specified with 0.2 %, which was the average packet error

rate measured in [322]. IP packet duplicates are not assumed in the Internet emulator.

MN MoccaProxy CNNISTNet
VANET Emulator

NISTNet
Internet Emulator

CN: Correspondent Node ▫ MN: Mobile Node ▫ VANET: Vehicular Ad Hoc Network

TCP

TCPTCP

1. Test

2. Test

TCPMCTP
3. Test

Figure 6.12: Evaluation Tests

The quantitative evaluation was performed for the four scenarios developed in section

6.2, namely crossway in a city, motorway at night, motorway with high traffic flow, and

congested motorway. In order to compare MOCCA with traditional approaches, three dif-

ferent tests were performed for each scenario as depicted in figure 6.12:

1. The goal of the “no proxy” test is to determine the performance of a traditional end-

to-end TCP connection between the MN and the CN. Thereby, the host in the middle

does not segment the TCP connection.
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2. In the “TCP split” test, the MoccaProxy segments the end-to-end TCP connection into

two separate TCP connections. This test allows evaluating the use of split performance

enhancing proxies in vehicular communication scenarios.

3. The “MOCCA” test evaluates the MOCCA architecture. In contrast to the TCP split

test, MCTP is used for communication between the MN and the MoccaProxy.

A suitable measurement for the evaluation is the data throughput at the transport layer

from the MN to the CN. This traffic flow direction was chosen since the NISTNet emulator

did not transmit ICMP destination unreachable messages in case of a simulated disconnec-

tion. A sender application at the MN transmits a byte stream to the CN via the VANET

emulator, the MoccaProxy, and the Internet emulator. A receiver application at the CN re-

ceives the segments and logs their arrival time. This way, the log files give information

about the effective data throughput over time. Each test comprises three measurements of

the data throughput in order to determine deviations of the measurements. This is necessary

since NISTNet implements a statistical network emulator, i.e. jitter, packet losses and dupli-

cates occur statistically. Hence, several measurements under identical emulations typically

generate different results. The measurements themselves were performed with a maximum

transfer unit of MTU = 1, 500 byte and both ECN (Explicit Congestion Notification) and

SACK (Selective Acknowledgements) were activated for TCP. The results are represented

by a mean value of the three measurements. Therefore, the received segments were aver-

aged within intervals of one second: If (x, y) represents the total amount of data y received

at the arrival time x and Si (1 ≤ i ≤ n) represents the results of measurement i, then the set

M of the mean values is defined in the following way:

M = {(t, m) | t ∈ IN0 ∧ ∀(t, mi) ∈ Mi, 1 ≤ i ≤ n : m =
1
n
·

n

∑
j=1

mj} (6.14)

Thereby, Mi represents the set of the total amount of data in measurement i received

every second, i.e.

Mi = {(t, m) | t ∈ IN0 ∧ ∃(x, y) ∈ Si ∧ ∀(a, b) ∈ Si, a 6= x : a < x ≤ t ∧ m = y}

The mean value for the representation of the average data throughput reflects the “typ-

ical” behaviour of a test in different communication scenarios. This way, the evaluation

compares the results of the three tests ‘no proxy’, ‘TCP split’, and ‘MOCCA’. These charts

show the received kilobytes of data (ordinate) over time (abscissa). In addition to the three

measurements, each chart contains the development of the number of hops between MN

and MoccaProxy over time at the scale on the right-hand side. This allows pointing up the

dependency between the hops delays and the data throughput.
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6.3.2 Measurements for the Crossway

The chart in figure 6.13 shows the comparison of the averaged measurements for the three

tests. The three graphs are close together with some slight advantages for the MOCCA test

in the beginning of the emulation. The similarity of the results in this phase is obvious since

all tests use the same TCP implementation and decreasing delays cause less retransmission

timeouts. This avoids slow starts in TCP, and MCTP operates in the NORMAL mode for

most of the time. Significant differences between the graphs occur at the disconnection at

about 160 s. Due to the higher round trip time in the no proxy test, it takes a long time

until TCP realises the reconnection an continues the transmission of data segments. The

split approaches perform better in this situation whereas MOCCA clearly takes advantage

from the notification about the disconnection and the re-connection. After the reconnection,

MOCCA recovers very quickly whereas no proxy and TCP split show a moderate increase

of the data throughput.
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Figure 6.13: MOCCA Test for the Crossway

In order to examine the impact of the disconnection, figure 6.14 presents the details for

the measurements. The measurements in this figure show the three measurements of the

throughput for the end-to-end TCP test (no proxy test in the upper chart) and the TCP split

test (lower chart). The measurements of the no proxy test are very smooth. The reduction of

the number of hops has a minor impact on the data throughput; only after the first reduction

of the number of hops at about 20 s, variations in the communication flow can be detected.
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Figure 6.14: Comparison for the Crossway Scenario
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However, the impact of the disconnection of 10 s at about 160 s is noticeable in the no proxy

measurements: After the re-connection, it takes more than 10 s until TCP continues with

the transmission of segments. In contrast to the no proxy test, the TCP split measurements

show more discontinuous graphs; the discontinuity can be explained by transmission errors,

which forced TCP to retransmit a segment after several other segments were transmitted.

This effect does not occur in the no proxy measurements since the higher delays of the end-

to-end connection absorbs the variations in the delay more easily. The TCP split graphs also

exhibit a faster convergence after the disconnection. It takes less than 10 s until TCP detects

the re-connection and continues its transmission.

Crossway, MOCCA
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Figure 6.15: No Proxy and TCP Split Tests for the Crossway

Figure 6.15 depicts the three measurements using MOCCA. The graphs increase smoothly

and are close together during the decreasing number of hops in the beginning. The measure-

ments also showed a minor “stairs-like” increase of the data throughput caused by segment

losses, which also occurred in the TCP split measurements. At about 160 s, the disconnec-

tion is noticed and MCTP is notified accordingly to switch into the DISCONNECTED state.

The re-connection was also signalled to MCTP with a delay of 200 ms. Afterwards, MOCCA

shows a quick convergence to the re-connection and continues the transmission of data seg-

ments efficiently. An interesting behaviour shows ‘Measurement 2’, which demonstrates

the usefulness of selective acknowledgements. In this measurement, packet losses occurred
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immediately after the re-connection but succeeding segments were received correctly. This

way, it takes some time to retransmit the lost segments before MCTP delivered the segments

en bloc.

After the emulation run of 195 s, the no proxy test transmitted 363.448 Kbyte, the TCP split

test transmitted 393.373 Kbyte, and the MOCCA test was able to transfer 432.469 Kbyte of

data on average. Figure 6.16 summarises the percentage differences in the overall through-

put using the throughput of the no proxy test as the reference value of 100 %.
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Figure 6.16: Throughput Comparison (Crossway Scenario)

6.3.3 Measurements for the Motorway at Night

The investigation of the motorway at night scenario is interesting since a vehicle exclusively

uses the available bandwidth of the IGW. Figure 6.17 depicts the comparison of the averaged

measurements for the three tests. This chart shows clearly the advantages of split connection

approaches in this scenario. Although a rather high bandwidth is available for the vehicle,

the no proxy test has apparent problems to transfer data during the whole emulation time.

The measurements also show the impact of the different periods of disconnections from the

Internet. Whereas the handover at about 110 s does not affect the TCP throughput signifi-

cantly, it takes a longer time for TCP to realise the re-connection to the second IGW after the

disconnection at about 50 s. The long disconnection (starting at about 160 s) of three minutes

between the third and the fourth IGW cannot be handled sufficiently by the no proxy test:

TCP was not able to realise the reconnection while the vehicle travels through the service

area of IGW4. In contrast, the split connection approaches exhibit different performance

characteristics: The throughput increases while connectivity is available by the first three
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Figure 6.17: Comparison for the Motorway at Night Scenario

IGWs. However, the TCP split test also has problems with the longer period of disconnec-

tion. It takes on average more than 70 s until the re-connection to IGW4 is realised and TCP

continues its transmission. Figure 6.17 also demonstrates the advantage of the optimised

transport protocol MCTP. While connected to an IGW, the throughput increases continu-

ously and steep. The chart also shows that MOCCA is able to handle even longer periods of

disconnections very efficiently compared to the other tests.
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Figure 6.18: Throughput Comparison (Motorway at Night)

In the motorway at night scenario, MOCCA outperforms the other two tests. Figure 6.18

summarises the percentage improvement of TCP split and MOCCA over the end-to-end
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TCP connection without a proxy. After the emulation runs, the following averaged amount

of data was transmitted in the different tests:

´ No proxy transmitted 3.132 Mbyte.

´ TCP split transmitted 7.897 Mbyte, which is more than twice the throughput of the no

proxy measurements.

´ MOCCA transmitted 13.144 Mbyte, which is more than four times as much as achieved

in the no proxy test.

6.3.4 Measurements for the Motorway with High Traffic Flow

The scenario of a motorway with a high traffic flow is very heterogeneous and covers sev-

eral typical communication situations in vehicular environments. Examples are frequent

variations of the delay and both short-term and long-term disconnections from the Inter-

net. Similar to the mobility observations in section 6.2.3, the evaluation for this scenario was

carried out separately for vehicles driving on the right lane and vehicles driving on the left

lane.

Right Lane

The averaged results of the measurements for the right lane are are depicted in figure 6.19.

A general observation is that the averaged graphs show similar characteristics in the be-

ginning whereas TCP split has slight advantages. This behaviour can be expected since

decreasing error rates and packet delays are advantageous reduce RTTs and, thus, avoids

slow starts in TCP (and MCTP). The statistical nature of NISTNet additionally affects the

results of the measurements further on. The throughput of the three tests decreases slightly

when the number of hops increases in the time interval between 50 s and 80 s. Similar to the

crossway scenario, this chart depicts the effects of a longer period of disconnection between

90 s and 130 s: After the reconnection to the Internet through the second IGW, it takes a long

time until TCP detects the reconnection and continues with its transmission. Interestingly,

the no proxy test had a slightly quicker response time, which is explained by statistical devi-

ations of the NISTNet emulator during the measurements where one of the measurements

continues the transmission 20 s after the reconnection. On average, it took about 35 s until

no proxy and TCP split recover after the reconnection.

The MOCCA measurements in figure 6.19 show a smooth and continuous behaviour over

the total simulation run. An interesting observation is that MCTP is able to transmit data

until the disconnection from IGW1 occurs (at about 90 s) whereas the communication in case
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Figure 6.19: Comparison for the Motorway with High Traffic Flow (Right Lane)

of no proxy and TCP split stalled about 10 s before the disconnection from IGW1 occurs.

This effect can be explained with the high packet error rates at this distance, which reduces

the TCP throughput significantly. After the re-connection to IGW2 at 130 s, MOCCA reacts

quickly and MCTP continues its transmission in the same way than in the beginning of the

emulation. In this phase, the graph also increases continuously.

Left Lane

Whereas the differences in the throughput on the right lane for the no proxy and the TCP

split tests are rather small, the measurements in figure 6.20 for the left lane show a different

behaviour. The graph of the no proxy test is rather smooth but TCP seems to have problems

especially in the beginning. It takes on average 20 s until the no proxy test is able to transmit

a noticeable amount of data. The no proxy test for the left lane also illustrates the problem of

TCP with longer periods of disconnections. It takes about 35 s until TCP recovers after the

reconnection to the second IGW at about 95 s. In contrast, TCP split has a significantly better

performance since the data throughput increases more steadily in the beginning. The TCP

split measurements also converge more quickly after the re-connection to the Internet via

IGW2, which takes on average 25 s. However, in both tests TCP was not able to recover from

the long-term disconnection before the short-term disconnection at about 105 s occurred.

The behaviour of the MOCCA measurements in figure 6.20 shows a characteristic similar

to the measurements for the right lane. Thereby, the transmission of data segments con-

tinues until the disconnection from IGW1 at about the same rate as TCP split. After the
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Figure 6.20: Comparison for the Motorway with High Traffic Flow (Left Lane)

reconnection to the second IGW, MOCCA reacts quickly and the transmission is continued

with a very short delay but suffers from the high packet losses in the beginning. However,

the averaged graph shows a rather discontinuous behaviour after the reconnection. The

MOCCA measurements also reflect the limitations of NISTNet. In this test, NISTNet deliv-

ered the data packets with a reproducible brief delay that cumulated to several seconds over

the emulation run resulting in a “stretched” average curve. This way, a small amount of data

was delivered after the reconnections from both IGW1 and IGW2 although the emulator was

configured with a packet loss rate of 100 % to emulate the disconnection.

Comparison

The two comparisons showed that the frequency of variations for the delay affects the

throughput negatively for all three tests: The effective throughput in the left lane scenario

was significantly lower compared to the right lane. The high frequency of variations results

in a reduced throughput and a more discontinuous data transfer. A general observation is

that the results show a different behaviour on the left lane and on the right lane. Whereas

the throughput of no proxy and TCP split on the right lane scenario is similar, TCP split

outperforms no proxy in the scenario on the left lane. However, no proxy and TCP split

show a similar behaviour in case of disconnections and reconnections. It takes a long time

until TCP reacts to a reconnection whereas MOCCA provides a very quick convergence.

In both scenarios, the performance of MOCCA is significantly higher compared to the other

tests: Over the simulation time, the no proxy test transmitted 274.155 Kbyte, TCP split trans-
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Figure 6.21: Throughput Comparison (Right and Left Lane)

mitted 291.531 Kbyte, and MOCCA was able to transfer 420.885 Kbyte of data in the right

lane scenario. In the left lane scenario, the following amounts of data were transferred:

150.592 Kbyte (no proxy), 237.955 Kbyte (TCP split), and 346.072 Kbyte (MOCCA). Figure

6.21 illustrates the percentage differences between the three tests for the right lane (figure

(a)) and the left lane (figure (b)).

6.3.5 Measurements for the Congested Motorway

The congested motorway scenario models a static network topology of the VANET. This al-

lows a direct comparison of the different tests in the absence of mobility. As described in

section 6.2.2, the congested motorway scenario provides a continuous Internet access at a

rather low data rate. The communicating vehicles in the service area of an IGW have dif-

ferent distances to the gateway resulting in different network characteristics experienced by

the vehicles located at different positions. For the evaluation of the congested motorway

scenario, two distances were investigated in order to determine the impact of different po-

sitions: The minimum distance when a vehicle is located in the direct radio transmission

range of the IGW (i.e. one hop distance), and the maximum distance of nine hops a vehicle

is away from the IGW.

One Hop

In the one hop scenario, MCTP has a noticeable advantage compared to the no proxy and

the TCP split measurements as depicted in figure 6.22. In the beginning, the no proxy test

shows a continuous and smooth growth of the data transmission until about 55 s, which was
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even slightly higher compared to TCP split. Afterwards, the situation changed and the data

throughput stalled for about 30 s. In contrast, the TCP split test exhibits a more robust result

with a steady increase of the data throughput over the simulation run. The MOCCA test

shows a similar behaviour but the data throughput was at any time higher compared to the

other two tests.

Nine Hops

The comparison of the three tests for the nine hops distance in figure 6.23 shows the impact

of high delays and packet errors paired with a low bandwidth. At this distance, the vehicle

experiences a delay of 1.12 s and a packet loss rate of 24.5 % for the communication with the

IGW. The graphs show that the throughput is apparently lower for all three tests compared

to the one hop scenario. Moreover, they exhibit high variations caused by stalled connec-

tions. Again, MCTP has noticeable performance advantages compared to the no proxy test

and the TCP split test. This is an interesting result since the high error rates do not allow to

increase the congestion window in TCP as well as in MCTP. This behaviour can be explained

with the quick retransmissions of MCTP in the LOSS state, which handles segment losses

caused by transmission errors very efficiently.

Comparison

The static topology of a congested motorway allows an investigation of the MCTP protocol

mechanisms that are not related with disconnections and network partitions. In general,

MOCCA has apparent performance advantages in the congested crossway measurements.

For the one hop measurements, the three tests provide acceptable results that are very close

to the theoretical maximum. The measurements of TCP split in the nine hops scenario are

close to the MOCCA test. This result can be expected since high error rates also result in

many congestion notifications and MCTP thus advises TCP to control the congestion. The

differences in the discontinuity of the tests in the two scenarios also occur in the measure-

ments performed for each test. For example, the three measurements for the MOCCA mea-

surements depicted in figure 6.24 are very smooth and increase continuously in the one hop

scenario. Moreover, they show an almost identical behaviour. In contrast, figure 6.25 shows

the MOCCA measurements in the nine hop scenario. Here, the three graphs are very dis-

continuous and have a high variance due to the high packet losses, delays, and jitter. This

chart also shows that the data throughput of all measurements stalled frequently during the

emulation.

Figure 6.26 summarises the percentage differences of the three tests in the one hop sce-

nario (left) and the nine hop scenario (right) using the no proxy result as the reference
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value of 100 %. In the one hop scenario, the overall average data throughput of the no

proxy test was 90.259 Kbyte, TCP split transmitted 112.944 Kbyte of data, and MOCCA

was able to send 125.493 Kbyte. Nevertheless, the comparison shows that all tests perform

well in this scenario and are very close to the theoretical maximum throughput of about

130 Kbyte (according to equation 6.13). In the nine hop scenario, the no proxy test transmit-

ted 61.299 Kbyte, TCP split had an average throughput of 80.123 Kbyte, and MOCCA was

able to transfer 95.085 Kbyte of data on average.

6.3.6 Discussion of the Results

A general observation of the quantitative evaluation is that MOCCA improved the com-

munication efficiency in the proposed vehicular communication scenarios. In all measure-

ments, MOCCA achieved the highest throughput in terms of transmitted data segments

followed by TCP split and the end-to-end TCP approach without a proxy. The low perfor-

mance of the no proxy test was basically caused by the higher delays of the end-to-end TCP

connection. This way, the characteristics of the VANET scenarios were propagated into the

fixed part of the network, which aggravated an efficient handling of transmission errors.

The measurements of the motorway at night scenario showed that this property could be

harmful in vehicular environments. Another observation was the insufficient handling of

disconnections in TCP. For example, in the motorway at night scenario several measure-

ments of no proxy and TCP split were not able to detect the availability of the last IGW

within the 48 s the vehicle travels in the radio transmission range of this gateway.

The strengths of MOCCA and its transport protocol MCTP is that it addresses these defi-
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ciencies of TCP. The proxy-based architecture avoids the propagation of the VANET charac-

teristics into the fixed Internet part and MCTP handles segment losses caused by transmis-

sion errors efficiently. In addition, the notification mechanisms in MOCCA enable MCTP

to react quickly to disconnections from and re-connections to the Internet. Although the

measurements apparently show the advantages of MOCCA compared with other solutions,

there is still potential for performance improvements in MOCCA:

´ The MCTP prototype implemented for the measurements has a high dependency on

the capabilities of the operating system. This way, several protocol mechanisms in

MCTP are performed not in an optimal way: For example, the notifications are han-

dled by Linux with an additional delay of at least 50 ms. Hence, an optimised imple-

mentation will additionally improve the performance results.

´ The improvements introduced in section 5.3.4 are not implemented in the MCTP pro-

totype. They may further improve the performance of MOCCA.

The expressiveness of the evaluation results are slightly limited by some deficiencies of

the NISTNet emulator. The measurements were performed for IPv4 since NISTNet supports

IPv4 only. However, measurements with IPv6 are expected to provide similar results. Dur-

ing the emulation runs, the queuing of packets in NISTNet showed some indeterministic

inconsistencies in the data delivery, which sometimes results in an additional delay of the

delivery. Another deficiency of NISTNet is that it can emulate network characteristics for

one direction only. This way, the directions to and from the vehicle were emulated separately

using the same communication parameters. Finally, the emulations are based on vehicular

communication models with an assumed VANET communication system. Yet, this may

likely have different characteristics in a real-world deployment. However, these limitations

can be accepted since the quantitative evaluation revealed the differences between MOCCA

and existing solutions under different network characteristics.

As a summary, the quantitative evaluation showed that MOCCA is able to improve com-

munication in the VANET scenario. The proxy-based MOCCA architecture together with

the optimised transport protocol MCTP handles different communication characteristics

very efficiently. As a result, MOCCA increases the throughput between a vehicle and a

host in the Internet significantly compared to existing solutions like end-to-end TCP and

split TCP approaches.

6.4 Qualitative Evaluation

The goal of the qualitative evaluation is to determine the suitability of MOCCA for the In-

ternet integration of VANETs. Therefore, MOCCA is discussed in the context of the Internet
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integration requirements introduced in section 2.2. The four requirements are the mobility

support of the vehicles, the consideration of vehicular aspects, transport layer issues, and

scalability. This way, MOCCA can be compared with the related work for the Internet inte-

gration as evaluated in section 2. Table 6.5 summarises the qualitative evaluation results of

MOCCA.

Hetero-
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Seamless
Mobility

Vehicular
Charact.

Ad Hoc
Network.

Efficien-
cy

Applica-
bility

Architec-
ture

Addres-
sing

MOCCA

Mobility Support Vehicular Aspect Transport Layer Scalability

+ + + + + ++ + + + + + + + +

Project

Table 6.5: Qualitative Evaluation of MOCCA

The mobility management in MOCCA is handled by MMIP6 providing a seamless and

transparent mobility support for the vehicles in heterogeneous communication environ-

ments. Together with the MoccaMuxer, MMIP6 is able to switch communication flows be-

tween different communication systems in order to utilise the heterogeneity. Moreover, the

MoccaMuxer is able to find out the most suitable alternative communication system. To-

gether with the use of global and permanent IPv6 addressing of the vehicles, the connection

establishment can be initiated either by a vehicle or by a correspondent node in the Internet.

As a result, the requirements ‘Heterogeneity’ and ‘Seamless Mobility’ are both fulfilled.

The MOCCA architecture was developed specifically for vehicular environments based

on ad hoc networks. The ‘Ad Hoc Networking’ requirement is completely fulfilled since

MMIP6 supports the mobility of VANETs in the following way:

´ With the help of the DRIVE protocol, MMIP6 is able to discover the IGWs efficiently

even over multiple hops.

´ DRIVE also select the “most suitable” IGW if several gateways are available simulta-

neously.

´ The MOCCA protocols are basically independent from underlying communication

protocols used in the VANET. For example, MMIP6 can be easily adapted to differ-

ent routing protocols without fundamental modifications of the routing protocol itself.

Nevertheless, the evaluation of MMIP6 showed that the routing protocol deployed in

the VANET has a significant impact on the overhead caused by the Internet integration

protocols.
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The MOCCA protocols are also designed with respect to vehicular environments. They

consider information from the vehicular environment for their optimisation strategies and

MOCCA is able to handle the high mobility of vehicles as well as temporary disconnec-

tions from the Internet. This way, the ‘Vehicular Characteristics’ requirements is evaluated

with ‘++’. Nevertheless, there is still potential for further improvements using additional

information, which could be available in the vehicular environments and in the VANET

protocols.

MOCCA also addresses transport layer issues. The MoccaProxy segments an end-to-end

TCP connection between vehicle and correspondent node in the Internet into two connec-

tions. Thereby, the optimised transport protocol MCTP is used for communication between

the vehicle and the MoccaProxy. The quantitative evaluation in section 6.3 showed that this

approach outperforms both traditional end-to-end TCP and split TCP solutions. The ‘Ef-

ficiency’ requirement is evaluated with ‘+’ since highly optimised transport protocols not

based on TCP may improve the communication performance further on. However, such

protocols would require modifications of the vehicular applications since they come along

with a loss of the TCP semantics. This way, the ‘Applicability’ requirement is completely

fulfilled in MOCCA since the MoccaProxy does not require any modifications of TCP used

for communication in the Internet. The proxy-based approach enables the deployment of

MCTP for communication with the vehicles. MCTP itself is based on TCP concepts and

provides the same semantics and a socket-based application programming interface. This

alleviates the deployment of existing applications and the development of further applica-

tions for vehicular environments.

Concerning the addressing issues in the VANET, the vehicles are identified by global

and unique IPv6 addresses in MOCCA. These addresses are static and permanent, which

makes an automatic configuration of the IPv6 addresses dispensable. This approach ensures

the scalability of the addressing resulting in a ‘++’ for the ‘Addressing’ requirement. The

MOCCA architecture itself provides the required scalability, too. Potential bottlenecks like

the MoccaProxy are located in the fixed Internet and, thus, can be designed in a scalable

way. For example, several MoccaProxies may connect the VANET cloud to the Internet

and the MoccaProxies themselves may be realised by powerful cluster farms. The protocols

used for the mobility management, i.e. MMIP6 and DRIVE, also showed their scalability

and efficiency in vehicular environments. This way, the ‘Architecture’ requirement is also

completely fulfilled.

The qualitative evaluation showed that MOCCA fulfils the Internet integration require-

ments. Hence, MOCCA is a highly suitable solution for the integration of vehicular ad hoc

networks into the Internet.
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6.5 Summary

The goal of this chapter is the evaluation of MOCCA in a quantitative and a qualitative

way. Therefore, this chapter proposes communication models for typical vehicular scenar-

ios: a crossway in a city, a motorway at night, a motorway with a high traffic flow, and

a congested motorway. The four scenarios have different characteristics and, thus, cover

different aspects of communication.

An important quantitative assessment factor for the Internet integration is the effective

data throughput for communication between a vehicle and a host in the Internet. For the

measurements of the data throughput, a testbed emulates the communication characteristics

for the Internet access from vehicles in the four scenarios. In this testbed, MOCCA is com-

pared with two alternatives: a split TCP approach and an end-to-end TCP approach. The

results apparently shows the deficiencies of TCP in vehicular environments: TCP was not

able to handle periods of disconnections efficiently and the conservative congestion control

reduced the performance in the different scenarios. In contrast, MOCCA shows an appro-

priate behaviour in such situations: MOCCA outperforms both the split TCP approach and

and the end-to-end TCP approach in all measurements.
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(Over)DRiVE + + + –– – – – – + + + +

COMCAR + + o– – – – – – – – –

IPonAir + + + – –(+) ? ? + + (– –)

InfoFueling (+) ? + +– – – – o (– –) ?

CarNet – – (o) + ++ + – – – – – – –

MOCCA + + + + + ++ + + + + + + + +

Table 6.6: Comparison of Internet Integration Approaches

A qualitative evaluation determines the suitability of MOCCA for the Internet integra-

tion of vehicular ad hoc networks. Table 6.6 summarises the evaluation results of MOCCA

and the related work discussed in chapter 2. In addition to the mobility support of the ve-
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hicles, MOCCA is able to determine the most suitable alternative communication network

using fuzzy logic. This feature is only supported in a completely different way in COMCAR

and IPonAir. The support for vehicular ad hoc networks is an inherent strength of MOCCA.

Except for CarNet, none of the remaining solutions takes vehicular aspects into account. A

remarkable feature of MOCCA is the transport layer, which is not yet addressed in other

Internet integration solutions. The importance of this feature is illustrated in the quanti-

tative evaluation, which shows that the optimised transport protocol MCTP improves the

communication performance and, thus, the communication efficiency. Finally, the MOCCA

architecture and its protocols are scalable, which is very important for a large-scale deploy-

ment. Besides the DRiVE/OverDRiVE approach, this aspect is not considered in related

solutions.

This chapter clearly shows that MOCCA is an eminent approach for the Internet integra-

tion of vehicular ad hoc networks. Besides the deployment of MOCCA in the testbed, it

also proves its relevance in practice: In the FleetNet project, the MOCCA concepts are used

to integrate the FleetNet communication system for inter-vehicle communication into the

Internet [323].



Chapter 7

Conclusion and Outlook

Vehicular ad hoc networks become very important for future vehicular-centred applications.

With a successive deployment of network technologies for inter-vehicle communication, the

demand grows to integrate these networks into the Internet. The goal of the Internet in-

tegration is that the vehicular ad hoc network appears as a transparent extension of the

Internet, which opens up the vehicular network for the Internet. This is a challenging task

since communication in vehicular networks differs fundamentally from the Internet. Com-

munication in the Internet requires a static network topology, whereas vehicular networks

are highly mobile: Vehicles communicate with each other in a multi-hop ad hoc fashion and

they change their gateway to the Internet permanently. Therefore, the Internet integration

has to solve the mobility support of vehicles. It also has to consider typical characteristics

of vehicular ad hoc networks and the transport layer has to ensure an efficient communi-

cation between vehicles and the Internet. Moreover, a solution for the Internet integration

must be highly scalable since vehicular ad hoc networks may become very large, comprising

potentially thousands of vehicles.

7.1 Contribution

This thesis proposes MOCCA, a novel proxy-based mobile communication architecture for

the Internet integration of vehicular ad hoc networks. A MoccaProxy located in the Internet

bridges the differences between the vehicular network and the Internet. The MoccaProxy

also hides the mobility of the vehicles. This way, the vehicular ad hoc network appears

as a static IP-based network to the Internet. The MOCCA architecture comprises several

communication protocols and protocol mechanisms at the network layer and the transport

layer, which enable an efficient Internet integration:
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´ MMIP6: The mobility management is handled at the network layer by the MMIP6 pro-

tocol. MMIP6 provides a scalable mobility support for large vehicular networks. The

protocol is based on the concepts of Mobile IPv4, but it is optimised for the mobility

support in IPv6-based vehicular multi-hop ad hoc networks.

´ DRIVE: In MMIP6, the DRIVE protocol discovers Internet Gateways in vehicular ad

hoc networks very efficiently even over multiple hops. DRIVE is based on service dis-

covery concepts, but works in a proactive manner. Moreover, a fuzzy logic engine in

DRIVE determines the most suitable Internet Gateway if several gateways are avail-

able simultaneously.

´ MoccaMuxer: The MoccaMuxer performs vertical handovers in heterogeneous overlay

networks. A fuzzy logic engine in the MoccaMuxer is able to determine the most

suitable alternative communication system. This way, the heterogeneity can be utilised

to improve connectivity and communication further on.

´ VehicleProxy: A VehicleProxy within the vehicle enables common applications on mo-

bile devices within a vehicle to use MOCCA without any modifications. Therefore,

the VehicleProxy bridges the differences in the communication protocols at the net-

work layer and at the transport layer in a transparent way.

´ MCTP: The MOCCA transport layer uses MCTP, a modified and enhanced version

of TCP. MCTP is designed for communication in vehicular environments and pro-

vides the semantics and programming interface of TCP. The proxy-based nature of

MOCCA allows the introduction of MCTP for communication between vehicle and

MoccaProxy, whereas the communication between the MoccaProxy and the Internet

host is based on standard TCP.

An important feature of MOCCA is the integrated approach of the architecture where

the communication protocols highly cooperate with each other. This interaction is used to

harmonise and to optimise the different communication protocols even over the borders of

the communication layers. For example, MMIP6 uses DRIVE for the discovery of alternative

Internet Gateways, and the mobility management notifies MCTP in case of disconnections

from the Internet. Moreover, available information from the vehicular environment is con-

sidered for protocol optimisations. For example, DRIVE uses this information to find the

most suitable Internet Gateway.

For the evaluation of Internet integration approaches, this thesis provides communica-

tion models for four typical vehicular scenarios: Communication at a crossway in a city, on

an empty motorway at night, on a motorway with a high traffic flow, and on a congested
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motorway. The evaluation is based on measurements in a testbed that emulates the char-

acteristics of the Internet access one vehicle experiences in the four scenarios. During this

evaluation, MOCCA was compared with an end-to-end approach using TCP and a splitted

TCP approach. The measurements showed that MOCCA outperforms the two other ap-

proaches. The effective data throughput of MOCCA in the emulation runs was apparently

higher compared to end-to-end TCP and splitted TCP. The performance enhancement can

be traced back to the features of MCTP to handle transmission errors and disconnections ap-

propriately. A qualitative comparison of MOCCA with related work showed that MOCCA

completely fulfils the Internet integration requirements. The results of the evaluation re-

vealed that MOCCA is a very suitable solution for the Internet integration of vehicular ad

hoc networks that improves the communication performance between vehicles and hosts in

the Internet.

7.2 Future Work

The MOCCA architecture was proved as a comprehensive solution for the Internet integra-

tion of vehicular ad hoc networks. However, there is still potential for further improve-

ments. An important aspect of future work is the consideration of additional information

to optimise the MOCCA communication protocols further on. For example, the DRIVE pro-

tocol for the discovery of suitable Internet Gateways may consider additional parameters

of the vehicular network to improve its decision strategies. Further investigations are also

useful to determine the impact of routing protocols for vehicular ad hoc networks. These

investigations are necessary to improve the interaction and therewith the efficiency between

MOCCA and the routing protocol being deployed.

MOCCA can be used as a basis for further extensions. The following examples give a

notion of these extensions:

´ Transport Layer for Inter-Vehicle Communication: MCTP is optimised for the Internet in-

tegration, i.e. the communication between vehicles and Internet hosts. A transport

protocol for inter-vehicle communication may require further optimisation strategies

not included in MCTP.

´ Quality of Service: MOCCA does not address any quality of service issues. The mobil-

ity management could be extended appropriately to support the necessary quality of

service. This is important, e.g., for safety-related applications between vehicles.

´ Security: A general problem of proxy-based architectures is that commonly used se-

curity methods at the network layer are not supported. Since the MoccaProxy splits
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the end-to-end connection, the communication peers cannot be authenticated appro-

priately. The integration of such security methods in MOCCA is a difficult task and

requires new (and potentially weakened) trust models. Such models rely on a trusted

relationship between the service provider of the proxy and the user where the trust-

worthy service provider has to ensure the privacy of user data.

´ Seamless Mobile Applications: Although MOCCA is able to handle disconnections from

the Internet efficiently, existing applications will time out in case of a stalled data trans-

fer. These application-specific aspects must be handled accordingly, e.g. by modified

applications or by an appropriate middleware solution.

´ Demonstration of Applications: With the help of MOCCA, vehicular applications can be

developed in order to demonstrate the usefulness of MOCCA in practice.

Future work may also comprise enhanced evaluations of MOCCA. Therefore, further ve-

hicular communication scenarios can be developed in order to improve the performance of

MOCCA in vehicular environments. Another open topic is the investigation of the impact

caused by the network that connects the Internet Gateways to the MoccaProxy. Further-

more, detailed performance investigations can also be achieved by a simulation of MOCCA

in simulated vehicular environments. The simulations will provide further results about the

dependencies of communication in cases where several vehicles communicate simultane-

ously. Finally, measurements in a real vehicular ad hoc network are necessary to determine

the deviations between the communication characteristics of the models and in practice.



Appendix A

MoccaMuxer Fuzzy System

This appendix describes the decision process implemented in the MoccaMuxer (see section

3.3.2). This decision process is based on fuzzy logic [160, 161]. The fuzzy controller de-

veloped for the optimisation of the dynamic handover between available communication

systems is based on a two-tiered decision process, as illustrated in figure A.1. The first tier

is the Abstraction Controller, which calculates a number of generic parameters from a set of

basic parameters provided by the operating system. The second step is a Decision Controller,

which determines the “most suitable” communication system among the available commu-

nication systems.

Abstraction Controller

Decision Controller

Generic Parameters

Rating

Basic Information

Figure A.1: Fuzzy Controller for the Decision Process

These parameters are by no means complete, but can be extended easily by further pa-

rameters and quality of service requirements of the applications [324]. However, this basic

parameter set shows the feasibility of this approach for the VANET scenario.
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A.1 Basic Parameters

The Abstraction Controller is fed with various basic parameters, which are usually provided

by the operating system in a more ore less direct way. A detailed description of the genera-

tion of these basic parameters for the Linux operating system can be found in [148]. In the

following description of the basic parameters, the mnemonic ‘rx’ represents the receiving

state, ‘tx’ the transmission state. For the decision process, the following basic parameters

were used:

´ Device State: The parameter devState represents the state of a network device, which

indicates whether the network device is active or inactive. It can be used for a simple

handover when a network device gets deactivated.

´ Packet and Byte Statistics: These parameters provide statistical information about the

transmitted and received packets or bytes. This way, the parameters rxPacketCount

and txPacketCount denote the packet counters, rxDevDataRate and txDevDataRate the

data rate of the network device, rxIpDataRate and txIpDataRate the respective data

rates on an IP basis.

´ Maximum Data Rate: The maximum data rate is necessary for the interpretation of

the statistical data. Therefore, the following parameters are used: maxRxDevDataRate

and maxTxDevDataRate represent the maximum data rate of the interfaces. On the IP

basis, the maximum data rate is often assumed as constant, which is represented by

maxDataRate. For network devices with a shared medium, this value has to be used

with caution.

´ Output and Input Queue: Another important parameter are the number of bytes in the

output and input queue. Therefore, the parameters rxQueue, txQueue, maxRxQueue and

maxTxQueue specify the current utilisation of these queues and their maximum length.

´ Error Counters: Errors are also a very useful information source. The decision process

takes into account the number of transmission errors (rxErrorCount, txErrorCount).

´ Incoming Tunnels: Usually, tunnels are symmetrical. Hence, the decision process has

to consider incoming tunnels, which are represented in the parameters hasTunnel and

tunnel.

A.2 Abstraction Controller

Usually, basic parameters are rather unreliable, so they cannot be used immediately for the

decision process. Moreover, it is sometimes unknown whether their value is meaningful or
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not. Hence, the first step of the decision process maps the basic parameters onto a set of

generic and hardware-independent parameters. This way, the Abstraction Controller maps

the basic parameters to generic parameters in the following way:

´ Relative error counter: relTxErrorCount = txErrorCount / txPacketCount

´ Queue utilisation: relTxQueue = txQueue / maxTxQueue

´ Relative device data rate: relTxDevDataRate = txDevDataRate / maxTxDevDataRate

´ Relative IP data rate: relTxIpDataRate = txIpDataRate / maxDataRate

The ‘rx’ parameters are calculated respectively. Based on these generic parameters, the

fuzzyfication process can be specified. The Abstraction Controller therefore deploys a fuzzy

set with five states with a triangular pattern, as illustrated in figure A.2. The five states are

verylow, low, medium, high, and veryhigh.

0 1

verylow low medium high veryhigh

1

Figure A.2: Fuzzy Set for the Fuzzyfication

The very basic result of the first calculation is to determine the load of a network device

and its link quality. Figure A.3 depicts the dependency graph for the load, represented by

the abstract load parameter. The emphasised parameters are basic parameters, the others

are the generic parameters.

The load measures the utilisation of the underlying network. Therefore, the following

fuzzy rules sets are optimised to detect high loads. The first fuzzy rules set determines the

load of a network device txDevLoad for transmissions.

if relTxDevDataRate is veryhigh or relTxQueue is veryhigh

then txDevLoad is veryhigh;

if relTxDevDataRate is veryhigh or relTxQueue is high

then txDevLoad is veryhigh;



218 A. MoccaMuxer Fuzzy System
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Figure A.3: Dependency Graph for load

if relTxDevDataRate is high or relTxQueue is medium

then txDevLoad is high;

if relTxDevDataRate is medium or relTxQueue is low

then txDevLoad is medium;

if relTxDevDataRate is low

then txDevLoad is low;

end;

If a tunnel is used for communication, the data rate used by the IP address has to be

added to estimate the load without a tunnel. This results in the parameter txLoad in the

following way:

if (hasTunnel) then

txLoad = txDevLoad + relTxIpDataRate;

else

txLoad = txDevLoad;

end;

A similar calculation is performed for the ‘rx’ parameters, which results in the rxLoad

parameter respectively. The overall load is determined by the maximum of these two pa-

rameters, i.e.

load = max(txLoad, rxLoad);

Another important generic parameter is the link quality, represented by the quality pa-

rameter. Therefore, the fuzzy system applies the following fuzzy rules, as depicted in figure

A.4. It first calculates the transmission quality txQuality as follows:
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Figure A.4: Dependency Graph for quality

if (devState == inactive) then

txQuality is verylow;

else

if relTxErrorCount is veryhigh then txQuality is verylow;

if relTxErrorCount is high then txQuality is low;

if relTxErrorCount is medium then txQuality is medium;

if relTxErrorCount is low then txQuality is high;

if relTxErrorCount is verylow then txQuality is veryhigh;

end;

The rx parameters are calculated accordingly. With these results, the fuzzy system deter-

mines the overall link quality by the minimum of the results, i.e.

quality = min(txQuality, rxQuality);

A.3 Decision Controller

The difference between calculating the generic parameters (see previous section) and the

decision process is that the decision process uses the parameters of two IP addresses in

order to find the best available network. The parameters of the IP address that might be

tunneled are denoted as ‘other.xxx’ to distinguish the parameters of the two IP addresses.

The decision process distinguishes two situations:

´ If the connectivity is lost, the decision process determines the best suited IP address to

be used for further communications.

´ Incoming tunnels are treated in a different way, because in this situation the commu-

nication peer already determined its most suitable network interface.
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A.3.1 Basic Decision Process

Figure A.5 depicts the dependency graph to calculate the overall rating if the decision pro-

cess has to find the best suited network device. In the first step, the decision process cal-

culates the estimated relative data rates estRelTxIpDataRate and estRelRxIpDataRate that

would be generated on the alternative device if a tunnel is created:

estRelTxIpDataRate = other.txIpDataRate / maxDataRate;

estRelRxIpDataRate = other.rxIpDataRate / maxDataRate;

rating

quality

(see previous figure)
loadGain

load

(see previous figure)
estLoad

loadDiff hasTunnel

rxIpDataRate

maxDataRate

txIpDataRate

maxDataRate

estTxLoadestRxLoad

txLoad

(see previous figure)
rxLoad

(see previous figure)
estRelRxDataRate estRelTxDataRate

tunneltunnel

Figure A.5: Dependency Graph for the Decision Process

Together with the generic parameters txLoad and rxLoad (see figure A.3) the decision pro-

cess calculates the estimated load for both transmission and receipt according to the follow-

ing calculations:

if (other.tunnel != ipAddress) then

estTxLoad = txLoad + estRelTxIpDataRate;

else

estTxLoad = txLoad;

end;

The estRxLoad parameter is calculated accordingly. The final estimated load estLoad for

the network device depends on the medium, i.e. whether it is used in simplex or duplex
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mode. In the simplex mode the load is additive, whereas in duplex mode the estimated load

is the maximum of transmission and receipt load:

estLoad = estTxLoad + estRxLoad; // simplex mode

estLoad = max(estTxLoad, estRxLoad); // duplex mode

In the next step, the loadDiff parameter determines whether a handover would allow to

send the packets for the IP address through a network interface with a lower load. This pa-

rameter only differentiates situations with a decreasing load; all situations with an increas-

ing load are mapped to verylow. Hence, the following fuzzy rules calculate the parameter

loadDiff:

switch other.load:

case verylow:

loadDiff is verylow;

case low:

if estLoad is verylow then loadDiff is low;

if estLoad is in (low,medium,high,veryhigh) then loadDiff is verylow;

case medium:

if estLoad is verylow then loadDiff is medium;

if estLoad is low then loadDiff is low;

if estLoad is in (medium,high,veryhigh) then loadDiff is verylow;

case high:

if estLoad is verylow then loadDiff is high;

if estLoad is low then loadDiff is medium;

if estLoad is medium then loadDiff is low;

if estLoad is in (high,veryhigh) then loadDiff is verylow;

case high:

if estLoad is verylow then loadDiff is veryhigh;

if estLoad is low then loadDiff is high;

if estLoad is medium then loadDiff is medium;

if estLoad is high then loadDiff is low;

if estLoad is veryhigh then loadDiff is verylow;

end;

In order to prefer the device currently used, an existing tunnel must be taken into consid-

eration to reduce the number of handovers. The result is a new parameter loadGain, which

is determined by the following fuzzy rules:

if (other.tunnel != ipAddress) then

loadGain is loadDiff;

else

if loadDiff is verylow then loadGain is low;

if loadDiff is low then loadGain is medium;

if loadDiff is medium then loadGain is high;

if loadDiff is high then loadGain is veryhigh;

end;
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Finally, the fuzzy system determines the overall rating using the parameters quality (as

illustrated in figure A.4) and loadGain. The rating parameter is calculated as follows:

switch quality:

case verylow:

rating is verylow;

case low:

if loadGain is in (verylow,low) then rating is verylow;

if loadGain is in (medium,high) then rating is low;

if loadGain is veryhigh then rating is medium

case medium:

if loadGain is verylow then rating is verylow;

if loadGain is in (low,medium) then rating is low;

if loadGain is in (high,veryhigh) then rating is medium;

case high:

if loadGain is verylow then rating is verylow;

if loadGain is low then rating is low;

if loadGain is in (medium,high) then rating is medium;

if loadGain is veryhigh then rating is high;

case veryhigh:

rating is loadGain;

end;

Based on these calculations, the different alternatives can be compared. The MoccaMuxer

then will handover its connections to the device with the highest rating.

A.4 Incoming Tunnels

The basic decision process results in a rating parameter to compare alternative IP addresses.

However, incoming tunnels from the communication peers (incomingTunnelRating) must

also be taken into consideration, which is performed by the following decisions:

if (other.incomingTunnel == ipAddress) then

rating is veryhigh;

else

[basic decision process]

end;

rating = max(rating, incomingTunnelRating);

Thereby, the basic decision process determines the rating parameter as described in the

previous section. A more detailed description of the fuzzy controllers can be found in [148,

149].
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MMIP6 Registration Messages

As described in section 4.4.3, the registration is necessary before a vehicle can use an Inter-

net Gateway to access the Internet. This appendix provides details about the messages that

are exchanged for the registration. The registration procedure starts after a vehicles decided

to handover its connections to a new Foreign Agent. The registration procedure in MMIP6

uses two messages: registration request and registration reply. Figure B.1 shows the message

exchange between the vehicle, the Foreign Agent, and the Home Agent. If a vehicle wants

to register with a new Foreign Agent, it sends a registration request message to the Foreign

Agent using UDP at port 434 as specified for Mobile IPv4. The Foreign Agent processes

the registration request, i.e. it updates its internal visitor list and forwards the registration

request to the Home Agent of the vehicle, which is located at the MoccaProxy. The IPv6

address of the vehicle’s Home Agent is specified in the registration request message. The

Home Agent itself updates its internal binding with the new care-of address of the vehicle

and responds with a registration reply message that is addressed to the vehicle. This regis-

tration reply is routed to the Foreign Agent, which itself processes the reply and forwards it

to the vehicle. Figure B.2 shows the structure of a registration request message. The fields

in this message are defined according to [145]:

´ type: The 8 bit field type is set to 1 in order to indicate a registration request message.

´ S: Allows simultaneous bindings.

´ B: The vehicle requests that broadcast datagrams from the home network are transmit-

ted to the vehicle. MMIP6 set B to 0 to avoid this.

´ D: Decapsulation by the vehicle. D is set to 0 in MMIP6 to indicate that the vehicle does

not use a co-located care-of addresses.
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Figure B.1: Registration Procedure in MMIP6
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Figure B.2: MMIP6 Registration Request Message
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´ M: Indicates that the Home Agent uses minimal encapsulation [145], which can be op-

tionally activated in MMIP6.

´ G: Indicates that the Home Agent uses generic routing encapsulation [145], which can

be optionally activated in MMIP6.

´ r, x: Reserved flags, are set to 0.

´ T: Reverse tunneling requested, which is activated in MMIP6 (i.e. T = 1).

´ Lifetime: Specifies the number of seconds remaining before the registration is consid-

ered as expired. This field has a length of 16 bit. The lifetime parameter is determined

dynamically by MMIP6 using the expected time a vehicle travels in the service area of

an IGW.

´ Home Address, Home Agent, Care-Of Address: Define the respective IPv6 addresses with

a length of 16 byte each.

´ Identification: Used for matching registration request messages with registration re-

ply messages.

´ Extensions: Used for security considerations in Mobile IP [145].

Type

Home Address (128 bit)

Extensions...

Code Lifetime

Home Agent (128 bit)

Identification (64 bit)

0 15 31

Figure B.3: MMIP6 Registration Reply Message
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The registration reply message is illustrated in figure B.3. The fields in this message have

the same meanings as described for the registration request message. The only differences

are:

´ type: The type field is set to 3 to indicate a registration reply message.

´ Code: The Code field specifies the status of the registration reply, i.e. whether the regis-

tration request was granted (Code=0 or Code=1) or denied. In the latter case, the value

of Code represents an error code as specified in [145].

The structure of the visitor list in the Foreign Agent and the bindings in the HA follows

the specification for Mobile IPv4 [145] but uses IPv6 addresses instead of the IPv4 addresses.
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DRIVE Implementation

In order to verify the feasibility of DRIVE, a prototype was implemented for the Linux op-

erating system. This appendix delivers an insight into this prototype. The software is based

on OpenSLP1, a freely available implementation of the Service Location Protocol SLPv2 (see

section 4.3.3). The fuzzy expert systems were realised with the help of the JFS fuzzy soft-

ware toolbox2. The DRIVE prototype implementation consists of two main components as

illustrated in figure C.1:

´ The SLP daemon ‘slpd’ implements the basic Service Agent functionality.

´ The ‘libslp’ library provides the basic User Agent functionality.

Vehicle IGW

slpd
SA Announcements

IGW: Internet Gateway ▫ MMIP6: MOCCA Mobile IPv6
SrvRply: Service Reply ▫ SrvRqst: Service Request ▫ SA: Service Agent

slpd

beacon

SrvRqst

SrvRply
libslp

MMIP6

SLPFindSrvs()

Figure C.1: DRIVE Implementation

1OpenSLP project page: http://www.openslp.org
2JFS project page: http://inet.uni2.dk/~jemor/jfs.htm
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The libslp library is required in the vehicle only. It provides the application programming

interface for MMIP6 to query for a more suitable IGW. This functionality is provided by a

single function SLPFindSrvs(). This function sends a service request (SrvRqst) message to

the in-vehicle slpd via TCP (port 427) as specified in RFC 2608 [220]. The slpd in the vehicle

finds the most suitable IGW and responds with this result in a service reply (SrvRply) mes-

sage. The message formats of both a SrvRqst and a SrvRply are identical with the messages

specified for SLPv2 [220]. Hence, they are not discussed further on.

In order to realise the distributed Service Agent functionality in DRIVE, the SLP daemon

runs in both the vehicle and the IGW. In the vehicle, it has two tasks: First, the slpd has to

handle incoming SrvRqst messages from the libslp library. Second, the daemon has to pro-

cess the incoming SA Announcement messages as described in section 4.4.2. At the Internet

Gateways, an additional program called ‘beacon’ periodically generate the SA Announce-

ments.

C.1 SA Announcements

Internet Gateways transmit SA Announcements in order to announce their presence. Fig-

ure C.2 depicts the format of a SA Announcement message. In this message, the Service

Location Header specifies the message type, whereby 0xB represents an SA Announcement.

<Scope List> and Authentication Blocks are used as specified in SLPv2 [220].

Service Location Header (function = SAAdvert = 0xB)

0 15 31

URL

<Scope List>

<Attribute List>

Authentication Blocks

Length of <Attribute List>

Length of <Scope List>

Length of URL

#Auth Blocks

Figure C.2: SA Announcement Message Format

The service URL (Uniform Resource Locator) specifies the type and location of a service

according to RFC 2609 [227]. In DRIVE, the service URL has the following format:

service:service-agent://<IPv6 address of IGW>

In this URL, service-agent specifies that the provided service represents Service Agent

functionality, followed by the IPv6 address of the IGW that transmitted the SA Announce-

ment. <Attribute List> contains the status information about the IGW. The attribute names
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follow the defined naming conventions for non-defined attributes according to RFC 2608.

The DRIVE prototype support the following three attributes:

´ x-drive-users: Specifies the number of vehicles, which are currently registered with

the Foreign Agent running on the IGW.

´ x-drive-bandwidth: The bandwidth currently available at the IGW.

´ x-drive-timestamp: A timestamp from the IGW, which may be derived from the GPS

signal. This information is used to differentiate the SA Announcements transmitted.

Moreover, this information can be useful to estimate the distance between vehicle and

IGW.

These attributes are used to select the most suitable gateway, which is described in the

following section.

C.2 Selection Process

The prototype uses a rectangular membership function for the fuzzyfication of the input

parameters. Therefore, each input parameter is assumed to be in the range of [0, 1]. For this

range, the DRIVE prototype defines the fuzzy sets high, medium, and low. The rectangular

affiliation degree for these sets are illustrated in figure C.3. In order to determine the most

suitable IGW, DRIVE deploys a fuzzy expert system. This fuzzy logic system consists of

three steps, as illustrated in figure C.4. In the first step, the system predicts parameters

necessary for the evaluation of the different application classes. The evaluation itself and

the defuzzyfication is performed in the second step. Finally, the results are averaged to

determine the overall suitability of an IGW.

min max

low medium high

1

Figure C.3: Triangular Membership Function for the Fuzzy Sets low, medium, and high
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Figure C.4: Fuzzy Logic System in DRIVE

Input Parameters and Application Classes

The fuzzy system of the DRIVE prototype uses several state information parameters as input

to the fuzzy system. The following state information is used in the prototype implementa-

tion of DRIVE:

´ trafficDensity: The vehicle itself provides information about the density of the traffic.

The density is predicted with the help of information from neighboring vehicles.

´ distance: This parameter specifies the distance between the vehicle and the IGW. For

example, the vehicle can calculate this distance by comparing its own position with

the position of the IGW, which is contained in the SA Announcements.

´ currentBw: Information about the bandwidth that is currently available on the IGW is

also provided in the SA Announcements by each IGW.

´ currentUsers: This parameter reflects the number of users that are currently registered

with the Foreign Agent of the respective IGW. SA Announcements are used to trans-

port this information from the gateways to the vehicles.

´ delay: The packet delay has a special status in the fuzzy logic system, because it is

highly correlated with the distance between vehicle and IGW. Hence, delay is assumed

to be proportional to the distance parameter.

Based on this information, a set of fuzzy prediction engines calculate the suitability of

an IGW for a respective application property. The implemented prototype supports the

following three properties to classify applications:

1. Interactivity: Interactive applications are sensitive for packet delays experienced dur-

ing the communication. In order to keep these delays low, the closest IGW seems to be

most suitable.
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2. Streaming: The transmission of audio and/or video streams requires relatively high

data rates. Current video codecs like MPEG-2 [325] typically use an incremental com-

pression algorithm and are, thus, highly sensitive to packet losses [326]. Streaming

applications also require a continuous packet flow for a longer period of time to avoid

buffer underruns.

3. Real-Time: Real-time applications have the hardest requirements to the communication

system. They expect low and guaranteed packet delays, a very low rate of dropped

packets, and a continuous packet flow.

Prediction Engines

The information described in the previous sections is processed in the prediction engines in

order to determine the “most suitable” Internet Gateway. Figure C.5 depicts the dependency

graph for the overall selection process, which shows the dependencies between the input

information and the predicted parameters. In a first step, the DRIVE fuzzy logic system

predicts the expected communication performance of an IGW based on the input parameters.

Therefore, four prediction engines determine the following parameters:

´ disconnects, the expected probability for disconnections,

´ expectedUsers, the expected number of users,

´ expectedBw, the expected bandwidth at the IGW,

´ dropouts, the expected probability of packet losses.

disconnects

distance trafficDensity currentBw

dropouts

expectedBw

currentUsers

expectedUsers

avstreamingQ realtimeQ interactiveQ

delay

Figure C.5: Dependency Graph for the Selection Process
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The following rules are used to determine the relative probability of a disconnection.

Thereby, the disconnects parameter is determined by the distance between the vehicle and

the IGW, and by the traffic densitiy in the vincinity of the vehicle:

if distance is low then disconnects is high;

if distance is medium and (trafficDensity is high or

trafficDensity is medium) then disconnects is medium;

if (distance is medium or distance is high) and trafficDensity is low

then disconnects is high;

if distance is high and trafficDensity is high the disconnects is low;

if distance is high and trafficDensity is medium then disconnects is low;

end;

The expected number of users is determined by the current number of users registered

with the Foreign Agent and the current traffic densitiy in the following way:

if trafficDensity is high and currentUsers is low

then expectedUsers is medium;

if currentUsers is high then expectedUsers is high;

if currentUsers is medium then expectedUsers is medium;

if currentUsers is low then expectedUsers is low;

end;

Similarly, the expected available bandwidth expectedBw is predicted from the current

bandwidth, the current number of users using the IGW, and the expected number of users.

The following rules are applied for this prediction:

if currentBw is high then expectedBw is high;

if currentBw is medium then expectedBw is medium;

if currentBw is low then expectedBw is low;

if expectedUsers is high and (currentUsers is low or currentUsers

is medium) and currentBw is high then expectedBw is medium;

if expectedUsers is high and (currentUsers is low or currentUsers

is medium) and currentBw is medium then expectedBw is low;

end;

The expected relative packet loss rate is basically determined by the distance between the

vehicle and the IGW. As the dropouts parameter is proportional to the distance, the rules are

obvious:

if distance is low then dropouts is low;

if distance is medium then dropouts is medium;

if distance is high then dropouts is high;

end;

Together with the specifications of the application properties, these expected parameters

are the input for the evaluation engines.
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Evaluation Engines

The evaluation module determines the suitability of an IGW for a class of applications. This

way, three fuzzy engines calculate the following three parameters:

´ interactiveQ for interactive applications,

´ avstreamingQ for audio/video streaming applications,

´ realtimeQ for real-time applications.

Interactive applications require low packet delays. Hence, interactiveQ is basically de-

termined by the delay parameter. The following rules determine the suitability of an IGW

for interactive applications:

if delay is high then interactiveQ is medium;

if delay is high then interactiveQ is low;

if delay is low or delay is medium then interactiveQ is high;

end;

Audio/Video streaming applications suffer extremely under packet losses and phases of

disconnection. Hence, an IGW is only suitable for streaming applications, if both parameters

disconnects and dropouts are low. The following fuzzy rules are applied for this application

class:

if disconnects is low and dropouts is low then avstreamingQ is high;

if disconnects is medium and (dropouts is medium or dropouts is low)

then avstreamingQ is medium;

if (disconnects is medium or disconnects is low) and dropouts is medium

then avstreamingQ is medium;

if disconnects is high or dropouts is high then avstreamingQ is low;

end;

Real-time applications require short packet delays, because packets that are not delivered

within the specified time become worthless. Hence, close IGWs are prefered for real-time

applications. The fuzzy rules also have to consider that disconnections and packet losses

may cause additional packet delays. Hence, the following rules determine the suitability of

an IGW for real-time applications:

if delay is low and (dropouts is low or dropouts is medium) and

(disconnects is low or disconnects is medium) then realtimeQ is high;

if dropouts is high or disconnects is high then realtimeQ is low;

if delay is medium then realtimeQ is medium;

if delay is high then realtimeQ is low;

end;
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For these evaluations, the parameter expectedBw is not used in the prototype. This is due

to the fact that it depends on the ability of an application to handle very low data rates. For

example, an application may decide to terminate if not enough bandwidth is available, or

it may decide to adapt itself to the available resources. Hence, the expectedBw parameter is

passed immediately to the application, which is out of scope of the fuzzy system used for

the decision process.

Overall Suitability

Finally, the overall suitability of an IGW has to be determined. Therefore, the results for

the different application properties first need to be defuzzified. The prototype implements

a centroid algorithm, which calculates the gravitiy for the fuzzy sets high, medium, and low.

Hence, each fuzzy set is mapped onto a value in the range of [0, 1], whereas 1 represents

an excellent suitability for an IGW, and 0 represents complete unsuitability. In the last step,

these results are averaged in order to determine the overall suitability of an IGW. Depending

on the preferences of the user, application classes can be weighted optionally.

The outcome of this prototype is a list of available IGWs, which are ordered by their

overall suitability. Hence, the IGW with the highes rating is the most suitable gateway and

will be used for further communications.
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Implementation of MCTP

A prototype of MCTP was implemented in order to evaluate MOCCA in general and MCTP

in particular in different VANET scenarios. This prototype was developed for the Linux

operating system, based on kernel version 2.6.4. This appendix gives an overview of the

MCTP implementation, its integration into the TCP/IP functionality of Linux, and the basic

mechanisms in the prototype to process available information.

D.1 Integration of MCTP in Linux

As illustrated in figure D.1, MCTP acts as a sublayer between TCP and IP, which examines

incoming IP packets in order to control TCP appropriately (cf. section 5). The implementa-

tion of such a separated sublayer is not possible for the prototype, since the Linux operating

system mixes both the TCP implementation and the IP implementation to a monolithic mod-

ule [260]. Instead, the MCTP protocol state machine and its functionality are implemented

in a distributed way within this monolithic module.

Network Layer

Transport Layer

IP

TCP

MCTP

MCTP: MOCCA Transport Protocol

Figure D.1: Integration of MCTP in the TCP/IP Model
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Figure D.2 depicts the integration of MCTP in the Linux operating system. The MCTP

prototype implements different handler routines, which are called in different situations

from within the monolithic module. In Linux, incoming IP packets as well as TCP segments

are stored in socket buffers [260]. If an arriving socket buffer contains a TCP segment or

an ICMP message of type “destination unreachable”, the handler mctp_incoming() is called.

This handler processes the incoming socket buffer in order to control the MCTP state ma-

chine appropriately. In case of a retransmission timeout, the timer function in TCP calls

the mctp_timer() handler to perform the necessary actions. Similarly, the handler routine

mctp_output() is called for the transmission of a socket buffer. Whereas these handlers are

called implicitly from within the Linux TCP implementation, notifications about discon-

nections or reconnections can be set manually via the proc file system. This event type is

handled by the routine mctp_notification().

Control CongestionControl ACKsControl TimerControl Transmit

MCTP Handler Routines

mctp_input()  mctp_timer()  mctp_notification()  mctp_output()

Receive ICMP
Receive Segment

TCP Timeout
Transmit Segment

Transmit ACK

ACK: Acknowledgement ▫MCTP: MOCCA Transport Protocol

Notification

Figure D.2: Implementation of MCTP in Linux

The current MCTP state of each TCP connection is stored in the TCP options list, which

also contains various information and states of the TCP connection itself. Depending on

the current MCTP state, several mechanisms of TCP are controlled accordingly in order to

perform the MCTP functionality. These are the control of socket buffer transmissions, the

handling of timers/timeouts, acknowledgements, and the TCP congestion control (cf. figure

D.2).
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D.2 MCTP Handler Routines

Together, the four handler routines implement the MCTP protocol state machine and take

appropriate actions in different situations. They handle incoming segments, timeouts, noti-

fications, and outgoing segments. These handlers are described in the following sections.

D.2.1 Incoming Socket Buffers

Incoming socket buffers are handled by the routine mctp_input(), which realises the largest

part of the MCTP protocol state machine. The handler is called whenever a socket buffer

for an established TCP connection arrives at the end system, or in case it receives an ICMP

messages. In this case, several examinations are necessary as summarised in the flow chart

given in figure D.3.

Incoming socket buffers will only be handled if MCTP does not operate in DISCON-

NECTED mode. In this case, mctp_input() first examines the transitions to and from the

PARTITIONED mode. If the socket buffer contains an ICMP message of type “destination

unreachable”, MCTP switches into the PARTITIONED state. It then deactivates the current

retransmissions and stops the transmissions by setting the congestion window to zero. This

way, TCP does not transmit any data segments. Afterwards, MCTP activates the Zero Win-

dow Probing, which triggers TCP to transmit acknowledgement packets to the communica-

tion peer. This way, the communication peer is forced to respond to the acknowledgements

if the connection is re-established after a network partitioning. Finally, the ICMP message is

discarded by MCTP. Vice versa, if MCTP operated in the PARTITIONED mode and a dupli-

cate acknowledgement arrives in the incoming socket buffer, MCTP returns to the NORMAL

operation mode. In this case, MCTP sets the congestion window of TCP to two segments

and immediately retransmits the queued socket buffers.

The second step deals with the transitions to the CONGESTED state. mctp_input() there-

fore checks the incoming socket buffer for an indicated congestion, i.e. by examining the

ECE (ECN Echo) flag in the TCP header. If ECN indicates a pending congestion, MCTP

moves into the CONGESTED state and standard TCP continues with the processing of the

incoming socket buffer.

Potential segment losses are handled in the third step. If MCTP operated in the LOSS

mode and receives an acknowledgement for a new TCP segment, it returns to the NORMAL

state. Vice versa, if MCTP operated in the NORMAL mode and receives two consecutive

duplicate acknowledgements for a TCP segment, it switches to the LOSS state and performs

the following actions:

´ MCTP forces TCP to enter the persist mode (cf. section 5.1) by setting the congestion
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Figure D.3: Flow Chart for Handling Incoming Socket Buffers
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window to zero. This way, TCP is not allowed to transmit any TCP data segments

until it receives a duplicate acknowledgement from the communication peer to open

its congestion window.

´ Afterwards, MCTP retransmits the outstanding TCP segment autonomously. This

way, the communication peer can receive the segment before it sends the third du-

plicate acknowledgement.

´ MCTP remains in the LOSS state until it receives an acknowledgement for the retrans-

mitted TCP segment.

After the processing of the incoming socket buffer, the buffer is forwarded to the TCP

implementation in the Linux operating system.

D.2.2 Timeouts

The timeout handler routine mctp_timer() is called whenever a retransmission timeout oc-

curs for a transmitted TCP segment. In this case, it first checks the state of MCTP. If MCTP

operates in the CONGESTED mode, the mctp_timer() does nothing and leaves the handling

of the timeout to the standard mechanisms implemented in TCP. Otherwise, MCTP switches

into the LOSS mode in order to handle the segment loss appropriately. Thereby, MCTP per-

forms the same actions as if MCTP receives two duplicate acknowledgements, which is

described in the third step in the previous section.

D.2.3 Notifications

Notifications are handled separately since they are independent of the current MCTP state.

If a notification occurs for a TCP connection, the following (pseudo) code fragment is per-

formed:

begin mctp_notification()

// Toggle State

if (state == MCTP_DISC) then

state = MCTP_NORMAL;

else

state = MCTP_DISC;

fi

// handle disconnection

if (state == MCTP_DISC) then

cwnd = 0;

delete retransmission timers;

fi
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// handle reconnection

if (state == MCTP_NORMAL) then

cwnd = 2;

if (retransmit_queue not empty) then

retransmit socket buffers from retransmit_queue;

else

send 2 acknowledgements;

fi

fi

end;

First, the handler determines the correct state of the MCTP protocol state machine. If

MCTP was in the DISCONNECTED state, MCTP switches to the NORMAL operation mode.

Otherwise, MCTP enters the DISCONNECTED mode. Both situations are handled in a

different way. In case of a disconnection, MCTP forces TCP to enter the persist mode by

shrinking the congestion window to zero and by deactivating the retransmission timers for

the TCP connection. This way, TCP does not send further TCP socket buffers. TCP remains

in this state until MCTP is notified about a reconnection. In case of a re-connection, MCTP

opens the congestion window by setting it to two segments and retransmits the outstanding

segments immediately from the retransmission queue. If such segments are not available,

MCTP sends two acknowledgements (i.e. a duplicate acknowledgement) for the last seg-

ment transmitted. This way, it notifies the communication peer about the reconnection in

order to continue communications.

D.2.4 Outgoing Socket Buffers

If TCP transmits a socket buffer, it calls the mctp_outgoing() handler beforehand. Thereby,

MCTP controls the outgoing segment in order to determine if it can leave the CONGESTED

state: If MCTP operates in the CONGESTED state and TCP retransmits a new TCP segment,

MCTP returns back to the NORMAL state and forwards the socket buffer back to TCP, which

sends it out afterwards.
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Epilogue

Many people wondered about the admittedly “untypical” representation of the Internet

throughout my thesis – and smiled about my explanations for this abstract representation.

IMHO, this effigy looks like an (abstract) cloud as well as a traverse section of a human brain

as well as a sponge, which is all correct:

´ The Internet is like a Cloud: This is naturally evident, because a cloud is the mostly used

representation for the Internet in current literature.

´ The Internet is a Brain: This should be also evident, because “If it’s not in your head,

you will find it in the Internet.”

´ The Internet is like a Sponge: This is my private and favourite paraphrase for the Internet,

because the Internet is able to soak up all the information that is available elsewhere

on the world. Of course, you can wring out this sponge – but if you do it not carefully

enough, you will get a flood of (information) drops back. Moreover, you can wring it

out several times, and you will always get different drops of information to the same

topic. (Notice that this is in contrast to a cloud, which dissapears after a heavy rain!)

For those who are interested in the origins of my private Internet representation: Indeed,

it is a sponge.




