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Abstract

As mobile devices, such as laptops, PDAs or mobile phones, are getting more
and more ubiquitous and are able to directly communicate with each other
via wireless technologies, the paradigm of wireless MobileAd hoc NET-
works (MANETs) is gaining popularity. Especially distributed real-time ap-
plications, like multiplayer games, group-work or multimedia entertainment,
are attractive for their users in this mobile ad hoc environment. However,
MANETs impose new challenges because of their self-organizing, mobile
and error-prone nature. Thus, provisioning distributed services in such an en-
vironment is quite difficult.

In this thesis, we focus on service management related issues and design,
develop, implement and evaluate new mechanisms, which can aid the efficient
creation of appropriate service management architecture for mobile ad hoc
networks. Our contribution is three-fold.

First, we have designed and developed an algorithm called PBS (Priority
Based Selection) to help manage distributed applications and support their
smooth running in mobile ad hoc networks. PBS is based on graph theory
and computes an appropriate Dominating Set (DS) of the network graph in
a fully distributed manner applying node priority. The nodes in the DS then
can be used as servers creating a robust, redundant client/server based service
management architecture. Moreover, PBS is the first approach, according to
our knowledge, in contrast to the existing DS computation algorithms that
offers continuous maintenance of this set in dynamically changing network
topologies. It shows a stable performance even in case of high node mobility,
keeping the DS computation time nearly constant.

Second, we have designed and developed a mechanism called NWC (Node
Weight Computation) to be applied in node priority comparison which reflects
from the viewpoint of a given service the node’s available computation and
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communication resources and its position in the network. NWC computes
the node weight, on which the priority comparison is based, as the weighted
linear combination of the node parameters. The parameter weights are ex-
tracted from the so-called service profile which reflects thecharacteristics
and requirements of the given service. To create this profilecontaining the
appropriate parameter weights we have applied factorial design. This tech-
nique assigns the highest priorities to the best suited nodes for a given service
type and thus designates the most powerful nodes to be selected as servers by
PBS.

And third, taking node mobility into account we have designed and de-
veloped a prediction mechanism called XCoPred to increase the stability of
the selected server set. XCoPred predicts link quality variations based on pat-
tern matching which can be exploited for mobility prediction. In contrast to
most of the mobility prediction techniques applied today, XCoPred does not
require the use of any external hardware nor reference points. Each node in
the ad hoc network monitors the Signal to Noise Ratio (SNR) ofits links to
obtain a time series of SNR measurements. These measurements are filtered
with a Kalman filter to decrease the level of measurement noise. When a pre-
diction is required, the node tries to detect patterns similar to the current situ-
ation in the history of the SNR values of its links by applyingthe normalized
cross-correlation function. The found matches are then used as the base of the
prediction. For cases where no match can be found, we apply a fallback so-
lution based on an autoregressive model. With this technique, fairly accurate
link quality predictions around 2 dB of absolute average prediction error can
be achieved in case of appropriate parameter settings and scenarios showing
clear node mobility patterns. Integrating XCoPred into thePBS algorithm we
can improve the stability of the selected server set and decrease the number
of server changes substantially, in some cases even by approximately 25 %.

Moreover, all these algorithms/mechanisms, i.e., PBS, NWCand XCo-
Pred, were implemented and investigated in the network simulator NS-2. As
a proof of concept, we also implemented them in our mobile ad hoc testbed
together with a demo multiplayer game application.



Kurzfassung

Durch die allgegenwärtige Verfügbarkeit drahtloser, kommunikationsfähiger,
mobiler Endgeräte wie Laptops, PDAs oder Mobiltelefone, gewinnen neue
Konzepte, wie das der Mobilen Ad Hoc Netze (MANET), immer mehr an
Bedeutung. Speziell verteilte Echtzeit Anwendungen wie Spiele, Gruppenan-
wendungen oder Unterhaltungsmedien sind besonders attraktiv für die Teil-
nehmer in einer mobilen ad hoc Umgebung. Allerdings stellendiese MANETs
neue Herausforderungen an die Entwickler, denn diese Netzesetzen sich aus
mobilen Endgeräten zusammen, müssen sich selbst organisieren und sind
von Natur aus sehr unzuverlässig. Die Schwierigkeit liegtnun darin, verteilte
Dienste auf einer derartigen Plattform anzubieten.

Diese Doktorarbeit konzentriert sich auf Aspekte der Dienstverwaltung,
erstellt ein Konzept, und entwickelt sowie beurteilt neuartige Mechanismen
für die Verwaltung von verteilten Diensten in ad hoc Netzen. Hierfür wurden
die folgenden drei Beiträge geleistet:

Wir haben einen Algorithmus (Priority Based Selection - PBS) entwor-
fen und entwickelt, welcher verteilte Anwendungen verwaltet und deren rei-
bungslosen Ablauf ermöglicht. PBS ist ein graphenbasierter Ansatz der, mit
Hilfe von Prioritäten, ein “Dominating Set (DS)” auf verteilte Art und Weise
berechnet. Die Knoten des DS können dann als Dienstanbieter in einer ro-
busten und redundanten Verwaltungsarchitektur eingesetzt werden. So weit
uns bekannt ist PBS der erste Ansatz der ein DS dynamisch an die sich
verändernden Verhältnisse im ad hoc Netz anpasst. Wir können dabei zeigen,
dass, selbst in sehr dynamischen Netzen mit hoher Knotenmobilität, der Al-
gorithmus eine stabile Leistung bei gleich bleibender Berechnungszeit erre-
icht.

Zweitens haben wir einen Mechanismus namens NWC (Node Weight
Computation) entworfen und entwickelt, der die Wichtigkeit der Knoten be-
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rücksichtigt. Die Priorität eines Knoten wird dabei bestimmt durch seine Posi-
tion und die zur Verfügung stehenden Rechenressourcen. Genauer gesprochen
berechnet NWC seine Wichtigkeit mit Hilfe einer linearen Kombination ver-
schiedener Knotenparameter. Diese Parameter werden vom sogenannten Kno-
tenprofil ausgelesen welches die Anforderungen an einen gegebenen Dienst
beinhaltet. Dabei haben wir die Profile mit den dazugehörigen Parameterge-
wichten mit Hilfe von “factorial design” erstellt. Diese Methode weist dem
am besten geeigneten Knoten die höchste Priorität zu und erreicht damit, dass
PBS immer die leistungsfähigsten Knoten auswählt.

Als dritten Beitrag haben wir einen Mechanismus zur Vorhersage der
Knotenbewegung entworfen und entwickelt: XCoPred. Dank dieses Algo-
rithmus wird die Stabilität der ausgewählten Knoten entscheidend erhöht.
XCoPred ermittelt die Qualitätsschwankungen auf einem Link anhand von
“Pattern Matching”. Im Gegensatz zu den meisten angewandten Techniken,
ist XCoPred unabhängig von externen Informationsquellendenn XCoPred
verwendet weder zusätzliche Hardware noch basiert er auf Referenzpunkten.
XCoPred funktioniert folgendermaßen: Jeder Knoten im ad hoc Netz misst
zu jeder Zeit die Link-Qualität (Signal to Noise Ratio - SNR) und speichert
den Zeitverlauf dieser Messungen. Sobald eine Vorhersage erstellt werden
soll, sucht der Knoten eine Messreihe mit ähnlichem Zeitverlauf. Hierfür
wird eine Methode namens “normalized cross-correlation” verwendet. Ge-
fundeneÜbereinstimmungen dienen dann als Vorlage für die Vorhersage.
Falls keineÜbereinstimmung gefunden wird, wird eine Alternativmethode
basierend auf einem Autoregressionsmodel angewandt. Wir konnten zeigen,
dass dank dieser Technik sehr genaue Vorhersagen mit einem Fehler von zirca
2 dB getroffen werden, falls die Systemparameter gut gewählt werden und die
Knotenbewegung klare Strukturen aufweist. Durch die Integration von XCo-
Pred in den PBS Algorithmus, könnten wir eine Stabilitätssteigerung von bis
zu 25 % erreichen.

Alle erwähnten Algorithmen (PBS, NWC und XCOPred) wurden in den
Netzwerksimulator NS-2 implementiert und getestet. Darüber hinaus haben
wir die genannten Methoden in einem mobilen ad hoc Testnetz in eine Mehr-
spieler-Anwendung integriert und evaluiert.



Áttekint és

A mobil eszközök (például laptopok, mobil telefonok, palmtopok) széleskörű
elterjedésével és ezen eszközök egymással való közvetlen kommunikációjában
rejlő lehetőségekből következően az ún. vezeték nélküli mobil ad hoc hálózati
(MANET) kommunikációs paradigma egyre nagyobb népszerűségnek örvend
manapság. Különösen a valós idejű elosztott alkalmazások, többek között a
többrésztvevős számı́tógépes játékok, csoport munka vagy multimédia alkal-
mazások számára nyújtanak ı́géretes környezetet a mobil ad hoc hálózatok.
Azonban ezen hálózatok új kihı́vásokat tartogatnak a kutatók számára az
önmenedzselő, mobil és megbı́zhatatlan működésükkövetkeztében.́Igy elosz-
tott alkalmazások támogatása meglehetősen nehéz feladat mobil ad hoc kör-
nyezetben.

Ebben a disszertációban szolgáltatás menedzsmenttelkapcsolatos kérdé-
sekre koncentrálunk és ismertetjük a megtervezését,kifejlesztését, implemen-
tációját és vizsgálatát olyan új eljárásoknak, melyek elősegı́thetik a menedzse-
lését elosztott alkalmazásoknak mobil ad hoc hálózatokban. Eredményeink a
következőképpen összegezhetők:

Kidolgoztunk egy olyan algoritmust PBS néven (Priority Based Selec-
tion – prioritás alapú kiválasztás), amely segı́tségével egyszerűen kialakı́tható
elosztott alkalmazások menedzselésére alkalmas architektúra mobil ad hoc
környezetben. A PBS algoritmus egy gráfelméleten alapuló eljárás, amely
az adott hálózati topológia gráfjának egy megfelelőcsomóponthalmazát, ún.
Dominating Set-jét (dominációs halmaz) vagy röviden DS-ét jelöli ki a csomó-
pontok prioritása alapján teljesen elosztott módon. A DS-ben szereplő csomó-
pontok szerverként használhatók, amelyek ı́gy egy robusztus, redundáns, szer-
ver-kliens alapú szolgáltatás menedzsment architekt´urát alkotnak. Továbbá,
tudomásunk szerint ez az algoritmus az első olyan eljár´as, ellentétben a ma-
napság használatos DS számı́tó algoritmusokkal, amely lehetővé teszi a ki-



viii Áttekintés

jelölt DS folyamatos fenntartását még dinamikusan változó hálózati topológia
esetén is.

Kidolgoztunk egy eljárást NWC néven (Node Weight Computation – cso-
mópont súlytényező számı́tás), amelyen a PBS algoritmusban alkalmazott
csomópont prioritások összehasonlı́tása alapul, ésamely hűen reprezentálja a
csomópont számı́tási és kommunikációs képességeit, valamint hálózati pozı́ci-
óját az adott szolgáltatás szempontjából. Ez az elj´arás a csomópont súlyténye-
zőjét a csomópont paraméterek súlyozott lineáris kombinációjaként állı́tja
elő. A paraméterek súlytényezőjét az ún. szolgáltatás profil tartalmazza, amely
tükrözi az adott szolgáltatás követelményeit és sajátosságait. Ennek a pro-
filnak az előállı́tásához faktoriális tervezést (factorial design) alkalmaztunk,
amelynek segı́tségével a megfelelő csomópontokhoz a legmagasabb prioritá-
sok rendelhetők, és ı́gy a PBS algoritmus ezen csomópontokat ki tudja válasz-
tani a szerver szerepkörre.

Továbbá kidolgoztunk egy predikciós mechanizmust XCoPred néven, a-
mely segı́tségével, figyelembe véve a csomópontok mobilitását, a kiválasztott
szerver halmaz stabilitása növelhető. Ez a mechanizmuselőrejelzi a csomó-
pontok közötti vezeték nélküli linkek változásaitmintaillesztés (pattern match-
ing) használatával. Ellentétben a legtöbb, manapságalkalmazott predikciós
mechanizmussal, ehhez az eljáráshoz nem szükséges egyéb külső eszköz vagy
referencia pont használata. Minden egyes ad hoc hálózati csomópont folyama-
tosan méri a linkjei SNR (Signal to Noise Ratio – jel/zaj ar´any) értékét. A
mérési zaj csökkentése egy megfelelő Kalman szűrő segı́tségével történik.
Amikor előrejelzésre van szükség, a csomópont az aktuális SNR értékek alkot-
ta mintához hasonló mintákat keres az SNR mérések sorozatában normalizált
kereszt korreláció (normalized cross-correlation) alkalmazásával. Az ı́gy talált
mintákat követő SNR értékek felhasználásával a predikció már könnyen elvé-
gezhető. Amennyiben nincs az aktuális mintához elégg´e hasonló minta az
SNR mérések sorozatában, a predikcióhoz egy autoregresszión alapuló mo-
dellt használunk. Az XCoPred mechanizmus segı́tségével akár 2 dB pon-
tosságú előrejelzés is elérhető megfelelő paraméter beállı́tások esetén. Továbbá
ennek a predikciós eljárásnak a használatával kiegészı́tett PBS algoritmus
által kiválasztott szerver halmaz stabilitása tekintetében is lényeges növekedés
figyelhető meg, némely esetben akár 25 %-os is.

És végül, az összes emlı́tett algoritmust/eljárást (azaz a PBS-t, NWC-t
és az XCoPred-et) implementáltuk és intenzı́v vizsgálatoknak vetettük alá az
‘NS-2’ hálózati szimulátorban. Ezen felül implement´altuk őket mobil ad hoc
teszthálózatunkban is egy többrésztvevős játék alkalmazással együtt.
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Chapter 1

Introduction

This chapter gives an overview about the content of this thesis. First, it pro-
vides the necessary information about the thesis context describing the area
and motivating the research reported in this thesis, explaining the used tax-
onomy, and giving the problem statement. Then, the thesis goals and contri-
butions are summarized. And finally, the structure of the thesis is presented.

1.1 Thesis Context

1.1.1 Motivations

The number of powerful mobile devices, such as laptops, PDAsor smart mo-
bile phones, with wireless networking support is constantly increasing these
days. Direct communication between these devices makes data exchange quick
and cheap leading to the formation of multi-hop, where direct connection is
not possible between the end nodes and intermediate nodes help data delivery,
wireless Mobile Ad hoc NETworks (MANETs) [1]. In such networks, the de-
vices communicate directly in a spontaneous, ad hoc manner without relying
on any pre-existing infrastructure or central administration (cf. Figure 1.1).

MANETs historically were mainly propagated for situationslike disaster
recovery or military applications providing connectivitybetween the troops
on a battlefield. We expect, that in the near future the ad hoc communication
paradigm will be a useful way of data exchange in a broader range of everyday
applications. For example, distributed real-time applications, such as multi-
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Figure 1.1: Mobile Ad Hoc Network

player games, document sharing, multimedia entertainment, Voice-over-IP or
the so-called ‘edutainment’ area are the most attractive candidates to be used
over mobile ad hoc networks [2]. Using MANETs the users do nothave to be
continuously connected to infrastructure-based networks(such as GPRS [3],
UMTS [4] or WLAN [5]) to be able to communicate with other users, and
thus they do not have to pay for communicating via a network provider’s
infrastructure either. The exceptional feature of a mobilead hoc network is
that nobody owns it but everybody can be part of it. Furthermore, an ad hoc
network can be easily created even where infrastructure-based networks are
hardly available, like in a mountain area or in a desert.

1.1.2 Terminology

To put MANETs into operation the participating nodes must approach each
other to be in communication range and organize themselves spontaneously
into a multi-hop network. Moreover, they must provide data relaying and ser-
vice provisioning functionalities for distant nodes and not only act as termi-
nals. In this context, we use the termserviceas a collection of useful functions
and procedures for the users implemented by the application. Thus, in our ter-
minology the terms service and application have similar meaning. For exam-
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ple, a file sharing service is a collection of file lookup/advertisement and file
download/upload procedures implemented by a file sharing application like
Kazaa [6]. To be able to find and use the services in the network, common
service provisioningfunctionalities, such as service description, discovery,
deployment and management, have to be implemented and provided by the
nodes forming the ad hoc network. In our terminology,service description
specifies the role of the device in the service, and the functions and connec-
tions of service elements to build the service.Service discoveryhandles ser-
vice advertisement if the node hosts a service, or service lookup if the node in-
tends to use a service.Service deploymentcovers the creation, installation and
configuration of services. Andservice managementperforms service mainte-
nance, which handlesstate managementto synchronize the service state on
the different service nodes, service reconfiguration and termination.

In this thesis, we mainly focus on service management issues. There are
three basic models to implement the service management functions in com-
munication networks, namely, thecentralized, the fully distributedand the
hybrid model [7]. In the centralized model, the so-calledclient/serverar-
chitecture is used where the service client nodes connect toa single server
node which exclusively handles the service management issues. When it is
required, the clients send service state updates to the dedicated server ma-
chine and the server, after completing the necessary computations, sends au-
thoritative service updates back to the clients. In the fully distributed model,
which is the other end of the spectrum, the so-calledpeer-to-peerarchitecture
is used, where the role of every node is equal (client and server at the same
time) and the nodes implement the service management functions together, in
a distributed way. Each node maintains a local copy of the service state and
informs every other node whenever the service state changes. As a trade-off
between these two extreme solutions, the hybrid model uses thezone-based
architecture [8], where the network is divided into separate zones and in ev-
ery zone a dedicated server node handles the service management issues. The
zone server receives service state updates from its clientsbelonging to the
zone and, if it is necessary, synchronizes the service stateinformation among
the other zone servers which serve their clients with this information.

1.1.3 Problem Statement

Using an appropriate service management architecture in the mobile ad hoc
environment is crucial to help the spreading of MANETs in everyday life.
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This architecture must be able to cope with the inherent properties of MANETs.
In general, a mobile ad hoc network consists of resource constrained (e.g.,
limited computation, storage and/or battery power) heterogeneous devices
which can move freely and which organize themselves in an ad hoc way to
form a network. The communication links between the nodes are unreliable
and error-prone wireless connections and there is no pre-established central
infrastructure to administer and manage such networks. Thearchitectures of
traditional service provisioning/management solutions used in communica-
tion and data networks (e.g., Jini [9], UPnP [10], SDP [11], Chameleon [12])
are not well suited for MANETs and thus it is difficult to adaptthem for the
mobile ad hoc environment. Usually they are either based on the centralized
service management model using the client/server architecture or the fully
distributed model using the peer-to-peer architecture. The shortcomings of
the client/server architecture are the low fault tolerancedue to the reliance
on a single, central server node and the limited scalabilityof the server. On
the other hand, the main drawback of the peer-to-peer approach is the lim-
ited scalability due to the high communication overhead of state manage-
ment, though this architecture provides good fault tolerance properties. As
a compromise, the hybrid service management model using thezone-based
architecture offers a high level of fault tolerance due to the inherent redun-
dancy and provides much better scalability properties thanthe peer-to-peer
architecture, thus it is well suited for MANETs.

However, the main challenge is the creation of the zones and the selec-
tion of the zone servers in MANETs to be able to implement the zone-based
service management architecture. This has to be carried outin an efficient
and distributed way. The number of zones has to be as small as possible to
reduce the communication overhead of state management between the zone
servers, but at the same time the most powerful nodes (concerning available
communication and computation resources) have to be used aszone servers
and the client nodes in the zones have to be as close as possible, usually one
hop away, to their server node to keep the communication delay low. This
latter condition is especially critical in case of real-time applications.

1.2 Thesis Goals and Contributions

The primary goal of this thesis is to help the implementationof the zone-
based service management architecture in MANETs and thus design, develop,
implement and evaluate new mechanisms, which can aid the efficient creation
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of zones and the selection of zone servers. Moreover, to prove the viability of
our concepts we intended to implement the developed mechanisms together
with a demo distributed application in a mobile ad hoc testbed.

To create the zones and select the zone servers we have developed a dis-
tributed Dominating Set (DS) computation algorithm calledPBS (Priority
Based Selection) [13–15]. A Dominating Set is a subset of thegraph’s nodes,
such that all the nodes are either part of the DS or are directly connected to
a member of the DS. Our PBS algorithm is a graph theory based procedure
that computes an appropriate DS of the ad hoc network graph ina distributed
manner containing nodes which can be used as zone servers. The client nodes
one hop away from their zone server together with this servernode form the
zones. This structure fits well with our requirements mentioned above to im-
plement the zone-based architecture. Moreover, to ensure the smooth running
of the distributed application, the set of zone servers mustbe maintained and
recomputed on the fly when it is required (e.g., in case of network topology
changes or link failures). PBS is the first algorithm, according to our knowl-
edge, that offers continuous maintenance of the DS when the network graph
changes dynamically. PBS shows a stable performance even incase of high
node mobility, keeping the DS computation time nearly constant.

To select the most powerful nodes as zone servers, PBS compares the
priority of the nodes which reflects from the viewpoint of a given service the
node’s available computation and communication resourcesand its position
in the network. We have developed a mechanism called NWC (Node Weight
Computation) [16] to be applied in node priority comparisonbased on a set
of node parameters and the characteristics of the service being used. NWC
computes the node weight, on which the priority comparison is based, as the
weighted linear combination of the node parameters. The parameter weights
are extracted from the so-called service profile. The role ofthis profile is to
reflect the characteristics and requirements of the given service, and it simply
contains the appropriate parameter weights which are computed or given by
the service designer in advance. As the technique to computethese parameter
weights we have applied factorial design which can be used bythe service
designer to create the service profile. With this technique we were able to
assign the highest priorities to the best suited nodes for a given service type
and thus designate the most powerful nodes to be selected as zone servers.

To increase the stability of the selected server set, takingnode mobility
into account is indispensable. High mobility of the nodes can result in the
selection of unstable zone server set leading to frequent changes of the server
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nodes and thus frequent handovers of clients between them. This also causes
high state management traffic overhead or even service disruption. Mobility
prediction can mitigate this problem. It can help increase the stability of the
server set by predicting future changes of the network topology and using
this information in server selection. We have developed a mechanism called
XCoPred [17,18] to predict the variations of the wireless link quality based on
pattern matching which can be exploited for mobility prediction. In contrast
to most of the mobility prediction techniques applied today, XCoPred does
not require the use of any external hardware nor reference points. Each node
in the ad hoc network monitors the signal quality of its linksto obtain a time
series of link quality metric which is derived from the Signal to Noise Ra-
tio (SNR) measurements of the links. These measurements arefiltered with a
Kalman filter to decrease the level of measurement noise. When a prediction
is required, the node tries to detect patterns similar to thecurrent situation in
the history of its links’ SNR values and tries to obtain a set of predictors. For
this purpose, the node computes the normalized cross-correlation between
the current pattern and the history of the links’ quality. From the detected set
of predictors the most probable predictor is used as the prediction of future
link quality. For cases where no predictors can be found, we apply a fallback
solution based on an autoregressive model. Using XCoPred, highly accurate
link quality predictions can be achieved with around 2 dB of absolute aver-
age prediction error in case of appropriate parameter settings and scenarios
showing clear node mobility patterns. Moreover, integrating XCoPred into
the PBS algorithm we can improve the stability of the selected server set and
decrease the number of zone server changes substantially, in some cases even
by approximately 25%. Note that extending XCoPred with network topology
prediction features, e.g., using MDS (MultiDimensional Scaling) [19] on top
of XCoPred to predict topology changes, its applicability could be substan-
tially increased from supporting routing decisions via traffic engineering to
even application layer usage in mobile ad hoc networks.

In summary, we make the following contributions in this thesis:

1. We design and develop a distributed Dominating Set computation al-
gorithm called PBS. This algorithm computes and maintains an appro-
priate DS of the ad hoc network graph based on node priority ina fully
distributed manner containing nodes which can be used as zone servers.

2. We design and develop a mechanism called NWC to calculate node
weight to be used in the node priority comparison of PBS. NWC calcu-



1.3 Thesis Structure 7

lates the node weight based on a set of node parameters and thechar-
acteristics of the given service. It assigns the highest priorities to the
best suited nodes for a given service type and thus designates the most
powerful nodes to be selected as zone servers.

3. We design and develop a mechanism called XCoPred to help increase
the stability of the selected zone server set via prediction. XCoPred pre-
dicts the variations of the wireless link quality based on pattern match-
ing which can be exploited in assessing future changes of thenetwork
topology. Then, using this information in server selectionthe stability
of the selected zone server set can be increased.

Moreover, all these algorithms/mechanisms, i.e., PBS, NWCand XCo-
Pred, were implemented and investigated in the network simulator NS-2 [20].
As a proof of concept, we also implemented them in our mobile ad hoc testbed
together with a demo multiplayer game application.

1.3 Thesis Structure

The remainder of this thesis is organized as follows:

• In Chapter 2 (Service Provisioning in Mobile Ad Hoc Networks), we
survey the difficulties of service provisioning in mobile adhoc net-
works and identify the different service provisioning phases using a
sample mobile ad hoc application scenario. Moreover, we introduce
and briefly describe our service provisioning framework called SIR-
AMON which accommodates and implements common service provi-
sioning functions for mobile ad hoc environments.

• In Chapter 3 (Dominating Set Based Service Management Architec-
ture in MANETs), first we discuss the centralized client/server and the
distributed peer-to-peer architecture used today for implementing ser-
vice management functions in traditional networks and introduce the
zone-based architecture which is more suitable for MANETs than the
previous ones. After that, we present our PBS algorithm we developed
for zone server selection. Moreover, we discuss our NWC mechanism
applied to compute the node weights for comparing node priorities in
PBS.
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• In Chapter 4 (Mobility Prediction in Mobile Ad Hoc Networks), first
we survey the fundamentals of mobility prediction which canbe ex-
ploited in increasing the selected zone server set’s stability. Then, we
present our link quality prediction mechanism called XCoPred we have
developed for mobility prediction in MANETs. Moreover, we point out
how XCoPred can be used in the PBS algorithm.

• In Chapter 5 (Implementation), we provide an overview abouthow we
implemented the algorithms and mechanisms being developedduring
this thesis work to prove the viability of our concepts. The implemen-
tation also forms the basis for our investigations and evaluation. Thus,
we first describe the implementation of PBS, NWC and XCoPred in the
NS-2 network simulator. Then, we discuss their implementation in our
SIRAMON framework, pointing out the SIRAMON testbed we built
and a demo application, a simple real-time multiplayer gamecalled
Clowns, which we implemented to demonstrate the usefulnessof SIR-
AMON.

• In Chapter 6 (Evaluation), first we present the specificationof a pseudo
real-time multiplayer game what we have used as the test application
in our simulations. After this, we show our evaluation of thePBS al-
gorithm, the technique of service profile creation for node weight com-
putation using factorial design and simulations, and our evaluation of
the XCoPred prediction mechanism together with its application in
PBS. Moreover, we give a short, simulation based comparative study of
the centralized client/server service management architecture, the dis-
tributed peer-to-peer architecture and the zone-based architecture using
PBS.

• In Chapter 7 (Related Work), we give a brief overview about the state-
of-the-art approaches related to our work. First, we present previous
work related to the selection of management nodes in MANETs and
compare these approaches to our PBS algorithm and NWC mechanism.
Furthermore, we discuss the most interesting proposals related to mo-
bility prediction in mobile networks comparing them to our XCoPred
prediction mechanism.

• Finally, in Chapter 8 (Conclusions) we recall the context ofour work
and briefly review our contributions. Moreover, we give a critical as-
sessment of the achievements followed by a short discussionabout fu-
ture work.







Chapter 2

Service Provisioning in
Mobile Ad Hoc Networks

Service provisioning in mobile ad hoc networks faces special difficulties due
to the constraints of the ad hoc environment—such as lack of central infras-
tructure, high level of device heterogeneity, degree of mobility, limited device
and network resources. In this chapter, we survey these difficulties and iden-
tify the different service provisioning phases using a sample mobile ad hoc
application scenario. Moreover, we introduce and briefly describe our service
provisioning framework called SIRAMON (Service provIsioning fRAMework
for self-Organized Networks) which accommodates and implements common
service provisioning functions for mobile ad hoc environments.

2.1 Sample Application Scenario

We use an imaginary scenario of a real-time multiplayer computer game in a
mobile ad hoc network to explain the different phases of service provisioning.

A tourist, travelling by train, wants to spend his travel time playing a
multiplayer computer game. To do so, he has a mobile device (e.g., a laptop)
with a game software installed on it. Some other passengers on the train are
supposed to possess also mobile devices that are able to directly communicate
among each other and, at least, a couple of them are willing toplay. While
only some devices are capable to actively participate in thegame, all may act
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as a relay to forward data. Since they have come close together, a mobile ad
hoc network has been setup spontaneously.

Upon establishment of the ad hoc network, the initiator device adver-
tises the availability of a new application/service, i.e.,the game, on the net-
work. When each of the connected devices is informed their users can decide
whether to join the game or not. Thereafter, the service willbe automatically
deployed on the selected devices (and in the network) and thegame can be
started. Further passengers are allowed to join (if the gameallows for late ar-
rivals) and leave the ongoing multiplayer game at any time. Even the initiator
must be able to leave without interrupting the game session for the remaining
players.

2.2 Basic Assumptions

With regard to the network, the devices and the game application we assume
some prerequisites. These are the following:

Mobile ad hoc network: The ad hoc network is connected and provides
routing functionality running an ad hoc routing protocol. Thus, any node can
communicate with any other node in the network. Moreover, network re-
source discovery and management are also given (e.g., set upand maintain
multicast communication infrastructure if the network is multicast capable).

Device:On every device an Operating System is running which includes
a Network Software part and a Device Resource Manager part. The Network
Software handles data transfer, routing and network resource discovery/man-
agement related issues. The Device Resource Manager monitors and controls
the local resources of the device. Moreover, every device isfurnished with
our service provisioning framework (see section 2.4.1).

Game application:A multiplayer computer game is a multiuser applica-
tion, a group service. The players in the game world interactwith the game
objects and one another via their device running the game client software to
form the game story. Usually the player who collects the mostpoints or kills
the most enemies wins the game. Today most of the multiplayercomputer
games are implemented in a centralized manner following theclient/server
model [7]. The game clients are connected to the game server which controls
the game running. However, in a mobile ad hoc network there isno dedicated
game server node, thus one of the devices has to run the game server software
and thus host the game service, or the game control has to be implemented
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in a distributed manner and included in the game client software. We assume,
that the required software(s) to run the game is/are installed at least on one
device in advance before the ad hoc network is formed and this/these soft-
ware(s) can be distributed in the network and installed on the other devices to
make them capable to join the game.

2.3 Phases of Service Provisioning

Analyzing the sample application scenario we can identify the following phases
of service provisioning.

In the first phase, the service to be provisioned has to be specified and
named. We call this phaseService Description. The service specification
must be able to describe therole of the node in the service, thefunctions
of the service elements and theconnectionsamong them. For example, in our
game service the specification has to describe the participating device’s role
(e.g., active player or auxiliary node which just aids the service to run), the
device-level local view (the game is composed from moving pictures with
music, sounds and voice requiring real-time interaction from the player, etc.),
and the network-wide global view (the device has to communicate real time
with all other player devices, etc.) of the game.

When the ad hoc network is established, the initiator device(the host)
has toadvertisethe game service such that new participants can join. On
the other hand, the devices of the other passengers must be able to lookupthe
service before deploying and using it. This phase is calledService Discovery.
Mobile networks have special constraints which must be addressed to develop
appropriate service discovery mechanisms. Usually, MANETs cannot provide
a permanent, central directory where the announced services can be registered
and from where the available services can be read out. Moreover, the service
hosting role can change dynamically in a mobile ad hoc group service. For
example, in our scenario the initiator device hosted the game service but when
it quits the game some other device has to take this role over or this role has
to be implemented in a distributed manner.

When the devices in the ad hoc network are informed about the game ser-
vice theService Deploymentphase is entered withrequesting, downloading,
installing, configuringandactivatingthe game software. Every device has to
accomplish these procedures separately but in a synchronized manner to get
a consistent state by when the game starts. In general, heterogeneous devices
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form the ad hoc networks (e.g., laptops, PDAs, mobile phones) representing
several different platforms. This requires all the ported versions of the service
software to these platforms or the service has to be implemented in a platform
independent way.

After the game started the servicemaintenance, reconfigurationandter-
mination functions come to the front. We call this phaseService Manage-
ment. In the course of service maintenance the dynamic adaptation of the
service to the resource variations must be assured. The players may experi-
ence frequently degraded performance of the service due to dynamic changes
in network conditions (e.g., sudden drop in bandwidth when one of the player
devices moves away from the others hereby reducing its communication ca-
pabilities) or other resources such as local computationalcycles and memory
space. Service reconfiguration takes place fundamentally in two forms, lo-
cally and globally. We are talking about the former if a service user device
modifies the configuration of its local service instance (e.g., selecting a bet-
ter resolution for the pictures). In the latter, the network-wide global view of
the service session changes, for example, when a new player joins the game
session. Service provisioning must support global reconfiguration. Service
termination can be considered as a special reconfiguration if a service device
stops running the service instance, such as the game initiator when it quits the
game. This incurs also the release of the reserved resources.

Dynamic adaptation to the resource variations and reconfiguration of the
service session demand continuous monitoring of the resources and the ser-
vice context. This comprises the gathering and transformation of resource and
context information into an appropriate form which can be used as input in the
aforementioned functions (e.g., in service maintenance orreconfiguration).

Figure 2.1 depicts the logical/chronological sequence of the functions and
phases discussed above.

2.4 Generic Framework for Service Provisioning

After surveying the characteristics of service provisioning in self-organized or
ad hoc networks we collected the discussed functions into a generic service
provisioning framework, called SIRAMON (Service provIsioning fRAMe-
work for self-Organized Networks) [21–26]. Since these functions are to be
implemented in case of every application it is a reasonable design choice to
gather and implement them at one place in the form of a middleware/frame-
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Figure 2.1: Sequence of Service Provisioning Functions

work. Hence, the application developers do not have to deal with these com-
mon functions rather focus on only the application specific issues.

2.4.1 SIRAMON, Our Service Provisioning Framework

Our service provisioning framework is based on a decentralized and modu-
lar design. Every device runs an instance of SIRAMON which handles the
control and synchronization among the devices, as well. We integrated the
functions of the different service provisioning phases discussed above into
separate modules. This makes the framework generic giving the possibility to
replace the functions of a module with others which may fit better with the
actual environment or the application’s needs. Moreover, we do not want to
re-invent the wheel, thus with a modular design we can easilyintegrate proce-
dures which have been already developed for given functions(such as service
discovery or service deployment).
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Figure 2.2: Ad Hoc Device Model with SIRAMON

In our device model (see Figure 2.2), we introduced a management mid-
dleware layer where SIRAMON, integrating the service provisioning func-
tions, is located. This layer provides an API (Application Programming In-
terface) towards the device’s local and network resources and towards the ap-
plications. Moreover, it provides an interface to SIRAMON instances running
on other devices. As we mentioned above, the Network Software handles data
transfer, routing and network resource discovery/management related issues.
The Device Resource Manager is responsible for monitoring/controlling the
local resources and mapping them to service elements. The Network Soft-
ware and the Device Resource Manager are not part of the SIRAMON frame-
work, rather they belong to the device Operating System. In the following,
we briefly describe the different SIRAMON modules.

Service Specification

The Service Specification module defines the service descriptor used in the
given service as we discussed in Section 2.3. SIRAMON is not bounded to
any specific service description technique. The only requirement is that the
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service descriptor must be able to describe the role of the node in the service,
the functions of the service elements and the connections among them. In case
of different type of services, it can be reasonable to use different service de-
scription techniques if the other technique suits better for describing the given
service. For example, a simple, location based service (e.g., a network printer)
can use an attribute-value based compound service description method [27].
In this case, the service is described by using a hierarchical attribute-value
pair tree structure which reflects the location of the resource (i.e., the printer).
On the other hand, a complex, distributed group service, such as a multiplayer
game, can be more appropriately described by using a component-based ser-
vice description technique [21] in which the service is composed by simpler,
reusable service components in a well defined way. However, the service de-
scriptor should be carefully selected because it constitutes the basis of service
provisioning and it is used in the course of the whole provisioning activity.

Service Discovery

This module covers service advertisement and service lookup procedures (see
Section 2.3). However, due to the lack of central infrastructure the traditional
central directory model [7] cannot be applied in ad hoc environments. One
solution is to replicate this directory on every device connected to the ad hoc
network [28]. This introduces synchronization and propagation overhead to
maintain a consistent database on all the devices but makes service lookup
very fast and efficient. Another solution is to establish a so-called virtual
backbone in the ad hoc network selecting some devices which store a copy of
the service directory [29]. The virtual backbone must be reachable by every
other device (i.e., every device has to be able to reach at least one backbone
node within one hop). This approach slows down the service lookup and is
less efficient compared to the previous one. However, it introduces less ad-
ministrative overhead, but requires an extra procedure to select and maintain
the set of virtual backbone nodes. In case of mobile ad hoc group applications,
the latter solution seems to be a better choice, since the devices participating
in the given service constitute by themselves an overlay network which can
be considered as part of the virtual backbone.

Service Deployment

Deploying a service, as we discussed in Section 2.3, requires the following
functions which are included in the Service Deployment module:
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• Requesting and downloading the service software accordingto the spec-
ification;

• Discovering and gathering resources;

• Mapping the service specification to resources;

• Configuring the resources, installing and configuring the downloaded
softwares;

• Activating the service in a synchronized manner along with the other
service participants;

• And handing the control on to the management module.

Traditionally, in infrastructure-based networks servicedeployment con-
sists of two levels: the network level and the node level [12]. Briefly, on the
network level the participants of the service are to be explored and the re-
quired network resources to be discovered and selected, since on the node
level the appropriate service components are to be deployedon the selected
resources. However, in ad hoc networks these two levels cannot be clearly dis-
tinguished due to the lack of central infrastructure and themobile behavior of
the devices. It can easily happen that a previously selectedrelay node moves
away even during the deployment phase and another has to be selected on the
network level of the deployment activity. Thus, the networkand node level
service deployment functions have to synchronize continuously each other
during the whole deployment phase.

The Service Deployment module has to tightly co-operate with the Envi-
ronment Observer for getting information about the available resources and
with the Network Software/Device Resource Manager for mapping the re-
sources to the service components.

Service Management

This module integrates the service maintenance, reconfiguration and termina-
tion functions (cf. Section 2.3).

Service maintenance is responsible for the dynamic adaptation of the ser-
vice to the resource variations of the nodes in order to optimize the user’s
perceived service quality. Moreover, it has to keep up the smooth running of
the service even in case of network topology changes caused by node mobility
or link failures.
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Service reconfiguration, as discussed above, has two fundamental forms,
local and global reconfiguration. Local reconfiguration takes place when the
context of the device changes or the service user intends to modify the running
service session. In global reconfiguration, the network-wide global view of
the service session changes (e.g., a new user joins). The Service Management
module gives support for global reconfiguration while localreconfiguration
is in charge of the application.

Service termination can be considered as a special form of reconfiguration
when a device stops running the service instance. All the other service partic-
ipants have to be informed about the termination and the reserved resources
have to be released.

The Service Management module also has to tightly co-operate with the
Environment Observer and the Network Software/Device Resource Manager.

Note that in the rest of this thesis, we only focus on mechanisms (PBS,
NWC, XCoPred) what we have developed to aid the management ofdis-
tributed applications in mobile ad hoc networks. These mechanisms have
been integrated into SIRAMON and implemented as part of the Service
Management module. The detailed discussion of the other SIRAMON
modules is out of scope of this thesis, though in our SIRAMON testbed
we implemented also these modules (see Section 5.2.1 and Section 5.2.2).

Environment Observer

This module is responsible for monitoring the device resources and the ser-
vice context. Resource and context information have to be gathered and trans-
formed into an appropriate form, which can serve as input forthe deployment
and management modules.

2.5 Chapter Summary

In this chapter, we have surveyed the different service provisioning phases in
mobile ad hoc networks via a sample multiplayer game application scenario
and discussed their challenging aspects. Moreover, we haveintroduced and
briefly described our generic service provisioning framework called SIRA-
MON which collects and implements the common service provisioning func-
tions. More information about SIRAMON can be found on its homepage [30].
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The rest of this thesis covers only mechanisms we have developed to aid
the management of distributed applications in mobile ad hocnetworks. These
mechanisms, namely PBS, NWC and XCoPred, have been part of SIRAMON
and implemented in its Service Management module.







Chapter 3

Dominating Set Based
Service Management
Architecture in MANETs

An appropriate architecture is essential for implementingservice manage-
ment functions in mobile ad hoc networks. In this chapter, first we discuss the
centralized client/server and the distributed peer-to-peer architecture and in-
troduce the zone-based architecture which is more suitablefor MANETs than
the previous ones. After that, we present our PBS (Priority Based Selection)
algorithm we developed for zone server selection. And finally, we show our
NWC (Node Weight Computation) mechanism we are using to compute the
node weights for comparing node priorities in the PBS algorithm.

3.1 Fundamentals

In the following, we discuss briefly the different service management archi-
tectures which are used in the implementation of the servicemanagement
functions (see Section 2.3 for discussion on these functions) in communica-
tion networks nowadays. Moreover, we point out a hybrid, zone-based archi-
tecture proposed for mobile ad hoc environments and its relation to Dominat-
ing Sets. Then, we give a short explanation of the notations and definitions
relevant to our proposed Dominating Set computation algorithm.
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3.1.1 Service Management Architectures

Today’s service management architectures in infrastructure based networks
are following two fundamental models: the centralized, client/server and the
fully distributed, peer-to-peer model. However, the majority of the manage-
ment architectures uses the client/server model [7].

In case of theclient/server basedarchitecture, every service client node
connects to a single central server machine that exclusively handles the ser-
vice management issues. When it is required, the clients send service state
updates to the dedicated server node and the server, after completing the nec-
essary computations, sends authoritative service updatesback to the clients.
The main problems with this model, which make it unsuitable to be used in
MANETs, are reduced fault tolerance (a centralized server represents a sin-
gle point of failure), limited scalability (computation and bandwidth problems
may arise if too many service clients1 are connected to the dedicated server
node and the management of the given service is computation or communi-
cation intensive) and required central administration.

The fully distributedpeer-to-peerarchitecture follows the opposite phi-
losophy. Here each node maintains a local copy of the servicestate and in-
forms every other node whenever the service state changes. With this archi-
tecture, a good fault tolerance level can be achieved because there is no single
point of failure. However, this architecture suffers from limited scalability (as
everybody communicates to everybody else, the bandwidth orcomputation
resources required at the nodes can be pretty high) and synchronization is-
sues.

As a compromise between these two extreme solutions, thezone-based
service management architecture proposed in [8] provides arobust, redun-
dant client/server model that is more appropriate for the mobile ad hoc en-
vironment. In this approach, some nodes act as zone servers and each zone
server is in charge of a small group of clients. For efficiencyreasons, this
group should be close to its zone server. The zone server receives service
state updates from its clients belonging to the zone and, if it is necessary, syn-
chronizes the service state information among the other zone servers which
serve their clients with this information. When a zone server loses connec-
tion, shuts down or disappears its clients still will be ableto keep running the
service by reconnecting to another zone server. The zone servers are topolog-

1A few dozen clients, depending on the application, can already overload a server node in a
mobile ad hoc environment.
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ically distributed across the network and the clients connect to their closest
server. Figure 3.1 shows an example of the zone-based service management
architecture in which each group has its own zone server. Node 1, 3 and 4 are
connected to zone server 2 while node 6, 7, 8 and 9 are connected to zone
server 10.

Figure 3.1: Zone-Based Service Management Architecture in MANETs

However, the zone server nodes must be selected carefully and this selec-
tion must be maintained even in case of changes in the networktopology or
the available resources. Since there are no dedicated zone server nodes in mo-
bile ad hoc networks, the most powerful user devices (concerning available
computation and communication resources) also taking intoaccount their po-
sition in the network should act as zone servers and run the server software.
On the other hand, the client nodes should be close to their zone servers to
decrease the latency of their responsiveness. Thus, we havedeveloped a dis-
tributed Dominating Set (DS) computation algorithm calledPBS (Priority
Based Selection) for selecting the zone server nodes because the DS struc-
ture fits well with these requirements. In this sense, an ad hoc network can be
considered as a graph and the problem can be mapped into the computation
and maintenance of an appropriate Dominating Set of this graph containing
the most suitable (most powerful with ‘good’ position in thenetwork) nodes.
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3.1.2 Dominating Set Related Notations, Definitions

For sake of simplicity, we assume symmetrical communication links between
the neighboring nodes in the wireless ad hoc network2. In this case, the net-
work topology can be modelled as a Unit Disk Graph (UDG) [31]G(V,E),
which is defined by a setV of vertices (nodes), and a setE of edges (links).
In this graph, there is an edge between two nodes if and only iftheir distance
is at most one (they are in communication range).

A Dominating Set and its different variants can be defined as follows:
Dominating Set (DS):A Dominating Set of a graph G = (V, E) is a subset

S⊆V of the nodes such that for all nodesv∈V, eitherv∈ Sor a neighboru
of v is in S. For example, in Figure 3.1 node 4 and 10 form a DS of the given
network graph.

Connected Dominating Set (CDS):If the nodes of the subsetS form a
connected subgraph,S is spanning a Connected Dominating Set.

Minimum Dominating Set (MDS): A Dominating Set is called a Mini-
mum Dominating Set if the number of nodes inSis minimal. Note that finding
a Dominating Set of minimum size is an NP-hard problem [32].

Node Weighted Dominating Set (NWDS):If the nodes have weights, a
Node Weighted Dominating Set is a subsetSof the nodes which is selected
based on the node weights and forms a Dominating Set of the graph.

A Dominating Set computation algorithm can be evaluated according to
some quality and construction cost factors. The quality factors are:

• Connected: This property indicates whether the Dominating Set is
connected or not. Note that it is not always a requirement to get a con-
nected DS (it depends on the application for which the DS is built).

• Approximation: As already mentioned, to find an MDS is a classical
NP-hard optimization problem and we have to use heuristics to ap-
proximate it. The approximation factor is defined as the ratio of the
computed Dominating Set’s size to that of the MDS:

|DS|
|DSMDS|

= Approximation (3.1)

2If this is not the case and the links are asymmetrical, the network topology has to be modelled
by using directed graph which makes the network topology handling more complex. However,
our PBS algorithm works even in this case though it may compute huge Dominating Sets, e.g.,
selecting all the nodes in the network as dominators.
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where|DS| is the number of nodes in the DS and|DSMDS| is the number
of nodes in the MDS, respectively.

The construction costs can be characterized by:

• Time Complexity: The time complexity is measured in rounds as it is
usual in DS computation algorithms. One round consists of sending a
message, receiving a message and some local computation. How the
rounds are synchronized via the network is an implementation issue. In
the implementation of our PBS algorithm, we use periodic ‘alive’ mes-
sages for monitoring the neighborhood of the nodes (this synchronizes
the starting time of round execution at the different nodes), and timers
to execute the different parts of the round. For more detailssee Chapter
5 and Appendix B.

• Message Complexity:This factor indicates how many messages with
what size have to be sent.

3.2 Zone Server Selection

This section describes first the assumptions and requirements for zone server
selection in an ad hoc network based on building a DominatingSet. Then we
present PBS, our zone server selection algorithm together with some exam-
ples.

3.2.1 Assumptions

Our assumptions consider some prerequisites for the network and the nodes
themselves. These are the following:

Connected ad hoc network:The ad hoc network consists of several
nodes that span a connected network. Thus, any node can communicate with
any other node in this network using a routing protocol.

Existing routing functionality: We assume that there is a running routing
protocol that provides routing functionality and guarantees that every node
knows its neighbors and is able to detect new nodes and nodes that left the
network.
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Unique node ID: Every node has a unique integer ID3 that is used as a
final tie breaker in the zone server selection procedure, if the expected deci-
sion cannot be made based on the other metrics (see later). Weassume, that
the nodes can get/generate this ID automatically.

Weight assigned to every node:In addition to the node ID, every node
has a positive real number as node weight (assigned or generated automat-
ically, see Section 3.3 for our weight computation method),as well. This
weight indicates the node’s capability to act as zone serverand should be
based on the available node resources (e.g., CPU power, memory, remaining
battery power), the node’s mobility and link connectivity (indicating the qual-
ity of links that a server can offer to its clients). In general, a laptop is better
suited to act as zone server than a mobile phone due to its morepowerful
resources.

Co-operative behavior:Furthermore, for sake of simplicity we assume
co-operative behavior from every node, similarly to offering routing function-
ality to other nodes, as a social contribution. Thus, every node is assumed to
contribute to a service (e.g., can be selected as zone server) even if the node
is not participating in the specific service session itself as a client. If this is
not the case in a given MANET, the nodes participating in the service form an
overlay network, and this overlay can be considered insteadof the underlay-
ing physical network. To build this overlay an appropriate neighbor discovery
mechanism has to be implemented instead of using the connectivity informa-
tion gained from the physical network.

3.2.2 Requirements

Our requirements concerning the properties of the DS that should be built and
the algorithm that determines the DS are the following:

Node weighted DS:As a first priority, the DS should consist only of
nodes that have high weights, hence are better suited to act as zone servers. If
there are several nodes with the same weight, those nodes should be chosen
that give a good Minimal Dominating Set (MDS) approximation.

The minimum number of nodes in the DS must be at least two:For
every network topology, even for fully connected (mesh) graphs, there must

3This ID can be used as the node’s name/network address, too. However, this is not necessar-
ily the best solution. There are a number of other approachesto handle the naming/addressing
issue in mobile ad hoc networks, e.g. see [33] or [27], which can provide also interoperability
between different network clouds.
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be at least two nodes4 in the DS for fault-tolerance and redundancy purposes.
Good MDS approximation: With the increasing number of zone servers,

the produced overhead as needed for consistency and synchronization mech-
anisms will increase as well. Therefore, the built DS shouldhave a good ap-
proximation of the MDS. But note that choosing nodes with high weights will
be prioritized over the requirement to get a good MDS approximation.

Completely distributed: The algorithm has to run locally on every node
in a distributed manner because there is no pre-establishedinfrastructure in
mobile ad hoc networks that can be used for central administration.

Low time complexity: The time complexity that is measured in rounds is
to be kept low.

Low message complexity:The message complexity (number of mes-
sages per round and their size) is to be kept also low for saving resources.

Included mobility maintenance: The algorithm has to provide mobility
maintenance and react properly to links going down or comingup if nodes
are moving around or joining/leaving the service session.

3.2.3 Priority Based Selection Algorithm

Providing support for a zone-based service management architecture and for
the selection of zone servers we have developed a DS computation algorithm
called PBS (Priority Based Selection) [13–15].

Quite a few DS computation algorithms have been already developed
(see Section 7.1.2), however, PBS is the only one, accordingto our knowl-
edge, that offers continuous maintenance of the DS when the network graph
changes dynamically.

The PBS algorithm compares the priorities of the different nodes and
chooses the highly prioritized nodes into the DS which will act as zone servers.

Notations, Definitions Used in PBS

In our algorithm, we are using the following notations and definitions:
Status:A node can have one of the following states:

• DOMINATOR - The node is in the DS and will act as a zone server.

4Of course, one can chose any higher number here. We have selected two because in this case
a minimum level of fault-tolerance can already be achieved.
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• DOMINATEE - The node is not in the DS but is covered by one or more
DOMINATOR nodes (it has at least one DOMINATOR neighbor).

• INT CANDIDATE - The node participates in the service as a client
(e.g., as a player in the game) and still does not have a DOMINATOR
or DOMINATEE status but it is an internal candidate to becomeone of
them.

• EXT CANDIDATE - The node does not participate in the service as
a client but based on the co-operative behavior assumption it is possi-
ble that the algorithm chooses the node as DOMINATOR into theDS.
Thus, the node runs the service server software (e.g., the game server
software) and is considered as an external candidate for becoming a
DOMINATOR.

In the beginning, every node has an INTCANDIDATE or EXT CANDI-
DATE status depending on whether the user of the node wants topar-
ticipate in the service as a client or not5. The task of the algorithm is
to put at least every INTCANDIDATE node of the graph into either
DOMINATOR or DOMINATEE status.

Span:Thespan(v) of a nodev is the number of INTCANDIDATE neigh-
bors (including itself).

Fully connected node:If a node has a link to all other nodes in the net-
work, the node is fully connected.

Leaf node:A node having degree 1 is a leaf node.
Neighborlist: Every node is tracking a neighborlist that contains all rele-

vant information about the node’s neighbors.
Coverage:All the nodes that are directly connected to a DOMINATOR

node are covered by this node. Every DOMINATEE node is covered by at
least one DOMINATOR node.

Dominating Set Computation

Building a DS using the PBS algorithm is based on comparing priorities. A
node has ahigher priority than another node if

5Note that we have only INTCANDIDATE nodes in the graph if our co-operative behavior
assumption does not hold and the overlay network of service client nodes has to be considered
instead of the physical network (see Section 3.2.1).
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1. the node has a higher node weight;

2. if tie: the node has a higher span value;

3. if tie: the node has more neighbors with DOMINATOR status;

4. if tie: the node has a lower node ID.

The node weight indicates the node’s capability to act as zone server and
having high weighted nodes in the DS has the highest preference. The span
value is an indication of how many INTCANDIDATE nodes will change into
DOMINATEE status if this node becomes a DOMINATOR and is usedas the
second criterion leading to a better MDS approximation. Note that if all nodes
have the same node weights and their priority decisions are based on the span
value, our algorithm becomes quite similar to a greedy DS computation algo-
rithm [34]. If no decision can be made based on the span valuesthe number of
DOMINATOR neighbors will be considered. It is reasonable tohave as few
hops as possible between the DOMINATOR nodes due to the consistency,
synchronization and the according messages exchange mechanisms required
by the applications. The final tie breaker for comparing priorities of different
nodes is the node ID which is unique within the network. A nodewith lower
node ID has higher priority.

The choice of the criteria and their order to compare the priorities of dif-
ferent nodes are based on the discussions in the previous subsections. They
are influencing the quality and property of the DS built by thePBS algo-
rithm. An advantage of our algorithm is that the Dominating Set to be built
can be influenced purely changing the criteria and their order. For example,
if it is important to get a connected DS fast the criterion about the number
of DOMINATOR neighbors (Criterion 3) can be put at the top, and the algo-
rithm constructs a connected DS. In this case, no compulsorynodes with the
highest weights will be chosen into the DS.

The logic of the PBS algorithm is illustrated in Figure 3.2. The black
boxes contain the conditions for the different branches, and the grey boxes
indicate the status of the node at the given point. Moreover,Listing 3.1 shows
the pseudo code of the algorithm.

PBS is performed in rounds. Every round consists of three steps, such as
sending the own neighborlist to the neighbors, receiving neighborlists from
the neighbors and recalculating the own status. Based on theneighborlist ex-
change, every node has knowledge about the network topologyup to a dis-
tance of 2 hops and is therefore able to determine the nodes with the highest
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Figure 3.2: Flow Chart of the PBS Algorithm

priorities. In the beginning, the rounds are performed as long as there are any
INT CANDIDATE neighbors left within the distance of 2 hops. Afterwards,
a node starts a round again, if it detects lost or new links to some neighboring
nodes. Every node set its initial status to EXTCANDIDATE when it joins
the ad hoc network. If the node wants to join a service session, it changes its
status to INTCANDIDATE and starts sending its neighborlist.

After this, a round of PBS can be summarized as follows:
Step 1:Send neighborlist to all neighbors;
Step 2:Receive neighborlist from all neighbors;
Step 3:Determine status:

• If the node’s status is INTCANDIDATE:

– change status to DOMINATEE if at least one neighbor has DOM-
INATOR status (isNeighbor(DOMINATOR)==true).
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– change status to DOMINATOR if

∗ the node has the highest priority among its 1-hop INTCANDI-
DATE neighbors and the neighbors of these INTCANDIDATE
nodes which are two hop away from the original node (highest-
Priority);

∗ the node has a leaf INTCANDIDATE neighbor, i.e., an INT
CANDIDATE neighbor node with degree 1 (haveLeafNeighbor);

∗ a DOMINATOR neighbor reported fully connected status (full-
connected reported).

If the node is fully connected and changed to DOMINATOR,
check the number of other DOMINATOR nodes among its neigh-
bors. If there is not any other DOMINATOR node set the ‘full-
connected’ flag in the neighborlist that is sent to the node with the
highest priority among its 1-hop neighbors (report fullconnec-
ed(v)).

• If the node’s status is DOMINATEE or EXTCANDIDATE:

– change status to DOMINATOR if

∗ the node has the highest priority among its 1-hop INTCAN-
DIDATE neighbors and their two hop neighbors (highest-
Priority);

∗ the node has a leaf INTCANDIDATE neighbor (haveLeaf-
Neighbor);

∗ at least one DOMINATOR neighbor reported fully connected
status (fullconnected reported).

If the node is fully connected and changed to DOMINATOR,
check the number of other DOMINATOR nodes among its neigh-
bors. If there are not any other DOMINATOR node set the ‘full-
connected’ flag in the neighborlist that is sent to the node with the
highest priority among its 1-hop neighbors (report fullconnec-
ed(v)).

• If the node’s status is DOMINATOR:

– change status back to DOMINATEE if there is another DOMI-
NATOR node with lower node ID covering the same set of DOM-
INATEE nodes (!is still required).
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1 : mySta tus = INTCANDIDATE or EXT CANDIDATE
2 : do u n t i l ( a l l n e i g h b o r s d e t e r m i n e d ) {
3 : s e n d n e i g h b o r l i s t ; / / S tep 1
4 : r e c e i v e n e i g h b o r l i s t ; / / S tep 2
5 : / / S tep 3
6 : i f ( mySta tus==INTCANDIDATE) {
7 : i f ( i s N e i g h b o r (DOMINATOR)==t rue ) {
8 : mySta tus=DOMINATEE;
9 : updateCommonNeighbors ;

10 : }
11 : i f ( h i g h e s t P r i o r i t y | |
12 : haveLeafNe ighbor | |
13 : f u l l c o n n e c t e d r e p o r t e d ) {
14 : mySta tus=DOMINATOR;
15 : i f ( f u l l c o n n e c t e d ) {
16 : v= n e i g h b o r W i t h H i g h e s t P r i o r i t y ;
17 : r e p o r t f u l l c o n n e c t e d ( v ) ;
18 : }
19 : }
20 : } e l s e i f ( mySta tus==EXTCANDIDATE | |
21 : mySta tus==DOMINATEE) {
22 : i f ( h i g h e s t P r i o r i t y | |
23 : haveLeafNe ighbor | |
24 : f u l l c o n n e c t e d r e p o r t e d ) {
25 : mySta tus=DOMINATOR;
26 : i f ( f u l l c o n n e c t e d ) {
27 : v= n e i g h b o r W i t h H i g h e s t P r i o r i t y ;
28 : r e p o r t f u l l c o n n e c t e d ( v ) ;
29 : }
30 : }
31 : } e l s e i f ( mySta tus==DOMINATOR) {
32 : i f ( ! i s s t i l l r e q u i r e d ) {
33 : mySta tus=DOMINATEE;
34 : }
35 : }
36 : }

Listing 3.1: Pseudo Code of the PBS Algorithm
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Special Cases

A node will change to DOMINATOR not only if it has the highest priority,
but also if it has a leaf INTCANDIDATE neighbor (because this node is
the only choice to cover the leaf node), or a neighboring DOMINATOR set
a ‘fullconnected’ flag in its sent neighborlist. This flag is used to fulfill the
requirement of having always minimum two nodes in the DS regardless of
the network topology (in small, mesh networks this requirement would not be
met just using a general DS building algorithm). For example, consider the
simple network topology shown in Figure 3.3 consisting of four nodes. The
numbers inside the circles represent the node IDs since the numbers outside
indicate the different node weights. All the nodes have INTCANDIDATE
status.

Figure 3.3: Graph with 2 Fully Connected Nodes

Based on the node weight and on the higher span value node 1 will change
its status to DOMINATOR in the first round of the algorithm. Inthe second
round, all other nodes change to DOMINATEE and without the requirement
of having a minimum number of two zone servers the DS buildingalgorithm
would stop. A node can easily detect whether it is fully connected or not by
receiving the neighborlist from the neighboring nodes. If none of these nodes
has a neighbor that is not already an own neighbor, then the node is fully
connected. Being such a fully connected node has one big advantage because
this node knows the whole network topology. Therefore, if a fully connected
node is selected as DOMINATOR it checks its neighbors whether there are
other DOMINATOR nodes among them. If not it determines the node with the
highest priority among its neighbors and sends in the next round the neigh-
borlist with the flag ‘fullconnected’ that forces the selected neighbor node to
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join the DS, as well. In the considered example in Figure 3.3,after switching
to DOMINATOR in round 1 node 1 set in round 2 the ‘fullconnected’ flag to
node 2, because it is the node with the highest priority amongthe neighbors
of node 1. Thus, node 2 will also switch to DOMINATOR in the next round
forming a DS with 2 nodes as shown in Figure 3.4.

Figure 3.4: Chosen DS for the Graph with 2 Fully Connected Nodes

Mobility Maintenance in PBS

An exclusive advantage of the PBS algorithm is that it can react to node mo-
bility. If a node leaves or joins the network, or if it simply moves around,
this leads always to changes in the status of some links (somelinks are go-
ing down or coming up). If a node detects new or lost links it will start
a new round of the algorithm to distribute the information about the link
changes and to determine possible new INTCANDIDATE nodes. Note that
a DOMINATEE node that lost a connection will check first whether there is
a neighboring DOMINATOR node left. If not it switches its status back to
INT CANDIDATE before exchanging the neighborlists (if required for the
application, the node may connect to the closest DOMINATOR node known
from its neighbors for the recomputation period). Similarly, a DOMINATOR
node checks first whether there are DOMINATEE neighbors left, and will
change back to DOMINATEE if only DOMINATOR but no DOMINATEE
nodes are left in the neighborhood.
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DS Computation Example Using PBS

In Figure 3.5, a general graph is shown. The numbers inside the circles rep-
resent the node ID and the numbers outside the node weight. Weassume that
in the beginning all nodes but node 7 and 9 want to join the service session.
Thus, every node has INTCANDIDATE status except node 7 and 9 that have
EXT CANDIDATE status. Note that in the figures INTCANDIDATE nodes
are white, DOMINATEE nodes are grey, and DOMINATOR nodes areblack
colored. EXTCANDIDATE nodes have grey dashed circle. The following
actions will take place using the PBS algorithm:

Figure 3.5: Example Graph

Round 1: All nodes send their neighborlist to all neighbors. Based on
this list node 8 will change to DOMINATOR because it has the highest node
weight among its neighbors and therefore the highest priority. Similarly, node
1 changes to DOMINATOR because its neighbor, node 0 is a leaf node in the
graph and can only be covered by node 1.

Round 2: Node 1 and 8 inform their neighbors via sending neighborlist
that they changed to DOMINATOR. Upon receiving this messageall neigh-
boring INT CANDIDATE nodes (node 0, 2 and 3) change to DOMINATEE.
This situation is outlined in Figure 3.6.

Round 3: The neighborlists will be exchanged again. Based on this, node
5 gets now the information that node 8 changed to DOMINATOR. The node
with the highest priority that can cover the remaining INTCANDIDATE
nodes has to be determined once more. Node 7 and 5 have now the same
highest node weight, and the same span value. But because node 7 has 1
DOMINATOR neighbor it has higher priority and will change toDOMINA-
TOR. Note that node 7 is actually not participating in the service session, but
due to the co-operative behavior assumption it still can actas zone server.
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Figure 3.6: Situation After 2 Rounds

Round 4: Nodes 4, 5 and 6 get now the information that node 7 changed
to DOMINATOR and they will switch to DOMINATEE.

As long as the nodes do not move around the DS is built and, as outlined
in Figure 3.7, nodes 1, 7 and 8 will act as zone servers in the given network.

Figure 3.7: Chosen DS by the PBS Algorithm

3.2.4 Analysis of the Priority Based Selection Algorithm

In the following, we analyze the correctness and performance of the PBS
algorithm based on the requirements we defined in Section 3.2.2.

Node weighted DS:PBS compares priorities to build the DS and the first
criterion to get a high priority is the weight of the node. Therefore, only nodes
with high weights will be chosen into the DS.

The minimum number of nodes in the DS must be at least two:It is
guaranteed that there are at least two DOMINATOR nodes for any network
topology (of course, the network should consist of at least two nodes). If
there is a fully connected node, this node will force anothernode to turn to
DOMINATOR status if required. If there is no fully connectednode in the
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graph withn nodes, the maximum possible degree for a node isn−2. This
means, that if a node changes to DOMINATOR status, there is minimum one
node left that will not be covered by this node, and a second DOMINATOR
node will be determined by the algorithm.

Good MDS approximation: The approximation factor of the PBS al-
gorithm is strongly influenced by the distribution of the node weights. In
the worst case, the nodes with the lowest span values will have the highest
node weights deteriorating the approximation factor. If all nodes have the
same weight or the nodes with the highest span values also have the high-
est weights, the span value will determine the priority between the different
nodes. This is similar to a greedy algorithm [34] and the approximation factor
at the beginning of the algorithm islog∆, where∆ is the maximum node de-
gree in the network graph. During the service session due to node mobility the
approximation factor can change and become worse, because the algorithm
tries to keep the existing DS even if there could be a better MDS approxi-
mation achieved. However, we consider zone server changes and the required
transfer of the service states as a more expensive solution than having some
additional servers.

Completely distributed: The decisions of a node to turn to DOMINA-
TOR or DOMINATEE status are only based on the received information by
exchanging the neighborlists with the direct neighbors. Thus, the algorithm is
completely distributed and runs locally on every node.

Low time complexity: The required number of rounds to determine the
DS can be rapidly reduced if as many nodes as possible can change from
INT CANDIDATE status to either DOMINATOR or DOMINATEE status
per round. However, there are some worst case scenarios where the higher
priority can only be determined by comparing the node IDs. This means that
the DOMINATOR nodes have to be chosen step by step. For example, in Fig-
ure 3.8 a fragment of a network graph is shown, where all nodeshave the
same node weight and all edges are identical. At the beginning, all nodes
have INTCANDIDATE status. The white numbers in the black boxes show
the current span values of the nodes. In this case, there is a chain of nodes
whose priorities can be compared only based on the unique node IDs.

In the first round, node 2 declares itself as a DOMINATOR because it
has the lowest node ID among the nodes with span value 3. In thesecond
round, node 1 and 3 change to DOMINATEE. In the third round, node 4
gets the information about the new status of node 3. Node 5 recognizes the
situation as shown in Figure 3.9 only in the fourth round and changes itself to
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Figure 3.8: Worst Case Scenario Concerning Time Complexity

DOMINATOR because it has the lowest node ID among the remaining nodes
with span value 3.

Figure 3.9: Situation in the Worst Case Scenario After 3 Rounds

This means that before node 5 as the next DOMINATOR can be de-
termined 3 rounds have been required. During this time 3 nodes changed
their status from INTCANDIDATE to either DOMINATOR or DOMINA-
TEE. Therefore, in the worst case when a graph consists only of such frag-
ments shown in Figure 3.8, the PBS algorithm can be upper bounded byO(n)
rounds.

In general, if

DEG= {deg(v1), ...,deg(vn)} (3.2)

is the set of the different node degrees in a graph, and

δ = min(DEG\{deg(vi)|deg(vi) = 1}) (3.3)

the minimum degree (excluding degree 1 for leaf nodes), and it is assumed
that in the worst case

∀vi ∈V, deg(vi) = δ (3.4)

then it is possible to changeδ+1
3 nodes from the INTCANDIDATE status to

either DOMINATOR or DOMINATEE in one round. Therefore, in total

n
δ+1

3

=
3

δ+1
n (3.5)
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rounds are needed for determining all nodes and the time complexity can be
upper bounded byO(n).

The required time for building the DS is influenced by the way the node
weights are assigned and the span values that the nodes with high weight
have. In the best case, already in the first round DOMINATOR nodes are de-
termined that cover all remaining nodes. Then the PBS algorithm requires
only 3 rounds to determine the status of all the nodes: In the first round, the
nodes exchange their neighborlists and some of the nodes change to DOMI-
NATOR. In the second round, the remaining nodes change to DOMINATEE
and finally, in the third round every node recognizes that allnodes changed to
either DOMINATEE or DOMINATOR. Therefore, the time complexity can
be lower bounded byΩ(3).

Low message complexity:In general, every node sends a neighborlist
to its neighbors and every node can have maximum∆ neighbors. Therefore,
per round∆n messages will be sent, and the message complexity can be up-
per bounded byO(∆n). Note that this bound can be drastically reduced, if
the different nodes are connected via a broadcast medium like in case of
WLAN [5]. In such a medium, all nodes that are in the transmission range
of a certain node can receive all messages from this node. Because a node
sends the same neighborlists to all its neighbors, it is enough to send the mes-
sage once to the broadcast address with the TTL (Time To Live)field set to
one. For a broadcast medium the message complexity can be upper bounded
by O(n) messages that need to be sent per round. In general, only the nodes
that detected new or lost links and their neighbors up to a distance of 2 hops
will exchange neighborlists. The upper bounds will only be achieved at the
beginning of the algorithm and if all nodes need to update their neighborlists
due to mobility maintenance.

The size of a message is determined by the number of entries inthe neigh-
borlist. A neighborlist contains for all neighbors and the node itself an entry
and its size can be upper bounded byO(k(∆ + 1)) bytes, whereask repre-
sents the size of an entry in the neighborlist in bytes. The lower bound of a
message size isΩ(k(δ+1)). These bounds can be decreased as well, if only
incremental updates are sent instead of sending always the full neighborlist.

Mobility maintenance: The algorithm can react to links that are going
down or coming up. If a node detects new or lost links it will start new rounds
of the algorithm to distribute the information about the link changes and to
determine the status of possible new INTCANDIDATE nodes.
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Summary of the PBS Algorithm’s Analysis

Table 3.1 gives a summary of the PBS algorithm’s analysis. Inthe table,n
indicates the number of nodes,∆ the maximum degree in the network graph,
andk is the size of a neighborlist entry (in bytes).

Property Value

MDS Approximation O(log∆)

Time Complexity [round] Upper bound:O(n)

Lower bound:Ω(3)

Message Complexity

Messages per round O(n)

Message size per round [byte]Upper bound:O(k(∆ +1))

Lower bound:Ω(k(δ+1))

Connected DS No (optional)

Table 3.1:Summary of the PBS Algorithm’s Analysis

3.3 Node Weight Computation

In this section, after describing the assumptions and requirements concerning
our NWC mechanism we present NWC what we have developed to compute
node weights being used in the PBS algorithm’s node prioritycomparison.

3.3.1 Assumptions and Requirements

Besides the assumptions and requirements we defined in Section 3.2.1 and
Section 3.2.2 we consider some additional prerequisites for the weight com-
putation:

Local resource/parameter values:Every node is able to extract/collect
all the necessary information related to its local resourceparameters, such as
CPU, memory, battery capacity and load.

Link quality information: The nodes are able to collect link quality in-
formation of their links from their network interface devices measuring the
links’ SNR (Signal to Noise Ratio) values.
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Service profile:In case of various service types, different importance lev-
els (parameter weights6) are to be assigned to the same parameter set, which
is called service profile. Since this profile is created by theservice developer,
a mechanism has to be developed aiding the service developers in this proce-
dure. Moreover, we assume that the service description document [21] used
in SIRAMON has an entry with the service profile.

3.3.2 Node Weight Computation Mechanism

To provide a systematic way for computing node weights to be used in the
PBS algorithm, we have developed a mechanism called NWC (Node Weight
Computation) [16].

The few mechanisms existing today (see Section 7.1.3) use only a sim-
plified heuristic to classify/weight the nodes in the network. In these mech-
anisms, just one or very few node properties are taken into account aiming
to achieve a specific objective (e.g., compute a good MDS approximation or
minimize energy consumption).

However, different services have different requirements.In NWC, several
node properties/parameters are used to accomplish the nodeweight compu-
tation. In case of each service type, the most important properties from the
viewpoint of the service are considered with high parameterweights result-
ing in the best suited DS selection for the given service.

Node Parameters

The parameters of the node reflect the node’s capabilities toact as zone
server. In NWC, we consider the following five parameters grouped into three
classes:

Processing Power:

CPU - It represents the available CPU capacity of the node. This can
be important for computation intensive services.

Memory - It represents the available memory capacity of the node.
This also can be important for computation intensive services.

6Note that the parameter weight and the node weight are different things. NWC computes
the node weight as the linear combination of the node parameters. In this computation, every
parameter is weighted by its own parameter weight extractedfrom the service profile.
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Energy:

Battery - Represents the available energy level of the node. This pa-
rameter allows the selection of nodes with long life time.

Connectivity:

Link quality - The link quality parameter represents the quality of
the wireless connections between the node and its neighbors. This
parameter can be important for communication intensive services.

Position - The position parameter is related to the number of neigh-
bors the node has (node degree). This reflects the node position in
the network.

The parameter values are computed in the following way:

PCPU(t) = 1− loadCPU(t), (3.6)

whereloadCPU(t) is the actual fraction (between 0 and 1) of the node’s CPU
load. TheCPUparameter value is time dependent and nodes with higher CPU
load have lower value of this parameter.

Pmem(t) = 1− loadmem(t)
MAXmem

, (3.7)

whereMAXmem is the maximum memory capacity, whileloadmem(t) is the
actual memory load in MByte on the node, respectively. Thememoryparam-
eter value is also time dependent and higher memory load on the node results
in lower parameter value.

Pbat(t) = 1− loadbat(t), (3.8)

whereloadbat(t) is the actual fraction (between 0 and 1) of the node’s bat-
tery load. Thebatteryparameter value is time dependent and higher battery
load results in lower parameter value giving an indication about the remaining
battery power. Note that this way of computation does not take into account
the speed of the node’s energy consumption. However, when the energy level
of the node’s battery is below a certain threshold, the node may/must be ex-
cluded from the zone server selection process.
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Plink(t) =
N

∑
i=1

SNRlink i(t)
MAXSNRlink i

× 1
N

, (3.9)

whereMAXSNRlink i is the maximum andSNRlink i(t) is the actual Signal to
Noise Ratio value oflink i of the node, respectively. Moreover,N is the num-
ber of the node’s neighbors. Thelink qualityparameter is time dependent and
directly proportional to the measured SNR values of the node’s links.

Ppos(t) = 1− 1
nodedeg(t)

, (3.10)

wherenodedeg(t) is the actual degree of the node. Theposition parame-
ter value is time dependent and nodes with higher node degreehave higher
parameter value.

As we can see, all these parameter values are normalized and fall in the
range of [0..1]. This is convenient to compute a normalized value also for the
node weight which makes it possible to compare these weightseasily.

NWC Algorithm

When the node weight is required the node does the following procedure:

Step 1: Collect the CPU load, memory load and battery energy level and
compute the parameter valuesPCPU(t), Pmem(t) andPbat(t);

Step 2:Get the list of neighbors;

Step 3:Compute the link quality parameter valuePlink(t);

Step 4:Compute the position parameter valuePpos(t);

Step 5:Collect the parameter weightsWCPU(serv), Wmem(serv), Wbat(serv),
Wlink(serv), Wpos(serv) from the service profile;

Step 6:Compute the node weight based on the following equation:



46 3 Dominating Set Based Service Management Architecture in MANETs

Wnodex(t) =
WCPU(serv)PCPU(t)

NUMparam
+

Wmem(serv)Pmem(t)
NUMparam

+

+
Wbat(serv)Pbat(t)

NUMparam
+

Wlink(serv)Plink(t)
NUMparam

+

+
Wpos(serv)Ppos(t)

NUMparam
, (3.11)

whereNUMparam is the number of the parameters which is 5 in our case.

Note that with this computation we get a normalized node weight value
falling in the range of [0..1] because the parameter values and the parameter
weights are also normalized (see Figure 3.10). Node weight 1means that the
node is powerful, since node weight 0 means that the node is not powerful
enough to act as a zone server.

Figure 3.10:Value Scales in NWC

When a node is selected as a zone server, its resources are monitored to
assure a minimal performance for the service. Such monitor runs periodically
and checks the three local resource parameter values (CPU, memory and bat-
tery) whether they drop below a certain threshold in which case an anomaly
is generated (see Section 6.3.4 for simulation results). The threshold values
we used are given in Table 3.2.
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Parameter Threshold

CPU 10 %

Memory 10 %

Battery 5 %

Table 3.2:Threshold Values for Local Resource Parameters in NWC

Service Profile

As we mentioned above, different importance levels and thusdifferent param-
eter weights are to be assigned to the same parameter set in case of various
service types. These parameter weights are collected in theservice profile cre-
ated by the service developer. The approach we have taken here consists of
the definition ofstaticservice profiles. Hence, each service developer assigns
the parameter weights in advance for the given service. Thenthis profile is
used by all the nodes for the node weight computation.

Note that with such a static approach it is not possible to accurately pre-
dict the future service context (e.g., network scenario, mobility behavior of
the nodes) in advance where the given service will be deployed. Thus, even
knowing the basic characteristics of the service an optimalprofile (param-
eter weight assignment) is not granted for every situation.To achieve this,
a more complex dynamic approach should be developed which remains as
future work.

To define the service profile and thus assign the parameter weights we
have developed a mechanism using factorial design [35]. It is based on sim-
ulation and presented in Section 6.3. Note that the parameter weights can
also be set directly according to some simple objective(s) to be achieved. For
example, if the aim is to get the best MDS approximation in thezone server
selection, the node degree parameter weight has to be set to 1and all the other
parameter weights to 0.

3.4 Chapter Summary

In this chapter, we have discussed the centralized client/server and the dis-
tributed peer-to-peer architecture used today for implementing service man-
agement functions in traditional networks and introduced the zone-based ar-
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chitecture for being used in mobile ad hoc networks. Moreover, we have pre-
sented our PBS algorithm developed for zone server selection and our NWC
mechanism to compute the node weights used in PBS.

PBS computes a Dominating Set and also takes care of the continuous
maintenance of this DS. Besides analyzing the basic properties of PBS in this
chapter we give its detailed, simulation based performanceanalysis later in
Section 6.2. Moreover, for node weight computation our NWC mechanism
is applied which computes the node weight as the linear combination of the
node parameters. In this computation, every parameter is weighted by its own
parameter weight extracted from the service profile. To define this profile and
assign the parameter weights we have developed another mechanism using
factorial design. It is based on simulation and presented later in Section 6.3.







Chapter 4

Mobility Prediction in
Mobile Ad Hoc Networks

To increase the stability of the selected server set taking node mobility into ac-
count is indispensable. High mobility of the nodes can result in the selection
of unstable zone servers leading to frequent changes of the server nodes and
thus frequent handovers of clients between them. This may also cause high
traffic overhead or even service disruption. In this chapter, first we survey the
fundamentals of mobility prediction which can be exploitedin increasing the
selected zone server set’s stability. Then, we present our link quality predic-
tion mechanism called XCoPred we have developed for mobility prediction
in MANETs. And finally, we point out how XCoPred can be used in the PBS
algorithm.

4.1 Fundamentals

Using mobility prediction can help increase the stability of the selected server
set by predicting future changes of the network topology andusing this infor-
mation in server selection. In the following, we point out the relation between
link quality and mobility prediction, define the problem of mobility prediction
in MANETs and discuss the basic structure of a prediction algorithm.
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4.1.1 Link Quality as Measure of Mobility State

One of the main reasons of link quality variations in MANETs,besides changes
in the environment, is node mobility. Thus, predicting the future link quality
of a node is strongly related to predict the movements of the nodes which is
generally the quest ofmobility prediction. Therefore, we heavily use the con-
cept of mobility prediction in order to motivate and explainour link quality
prediction work. Moreover, it is possible to predict futurenetwork topology
changes merely from connectivity information and its variations, e.g., by ap-
plying the approach of Multidimensional Scaling (MDS) [19]. Thus, our link
quality prediction method can be exploited for topology prediction, too.

Mobility prediction in general is the problem of estimatingthe trajectory
of future positions of the nodes in mobile networks. It has been a research
topic for some time in different areas, mainly in cellular networks but also in
MANETs to improve routing (see Section 7.2). In cellular networks, estimat-
ing the future node position helps predicting handover of the node from one
cell to the next and can be used to reserve resources and speedup the han-
dover process. However, the application domain of cellularnetworks operates
with vastly different prerequisites for mobility prediction than in case of ad
hoc networks, as the network structure, the hardware of which the networks
are built and the behavior of the nodes are fundamentally different. But still
the prediction problem is the same, whether considered in wireless networks
with fixed infrastructure or in MANETs.

Definition of Mobility Prediction in MANETs

Our assumptions for mobility prediction in MANETs are the following:

1. The current mobility states of the nodes can be observed;

2. The behavior of the nodes are determinable and show some pattern;

3. There is no a priori information about the geographic environment of
the network;

4. Each node predicts the future state of its neighborhood ina distributed
manner.

Considering the first assumption, there exist a broad variety of possible pa-
rameters which can be used for state observation, ranging from the Received
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Signal Strength (RSS) of the radio signal to the absolute geographic loca-
tion, speed and moving direction of the node. The choice of the parameter is
usually restricted by the structure and the capabilities ofthe network and the
nodes. The second assumption is also essential, because if the nodes behave
completely random it is impossible to predict their future status. The pattern
allows to map the past and current behavior of the node to its future state.
The third assumption reflects our intention to avoid the use of any external
hardware or infrastructure in the prediction method. And the last assumption
complies with the lack of central coordination property of MANETs.

After this, the general definition of mobility prediction can be formulated
in the following way:

Pred : Mob Statepast,current 7→ Mob Statef uture (4.1)

The lack of a positioning device and having no information about the ad
hoc network’s physical environment restrict the choice of state observation
parameters. We selected link quality as a measure of the node’s mobility state
because it is easy to monitor without any special hardware orexternal infor-
mation and it reflects well the node’s connectivity. Moreover, if the absolute
geographical position of the node is not important, which isusually the case
in MANETs, monitoring the signal quality is a better choice than using phys-
ical positions and derive connectivity information from that. The reason for
this is because it is hard to find a one-to-one mapping betweendistance and
signal quality due to noise, interference, fading, etc.

To predict the future network topology in MANETs it is enoughto know
the communication channel (signal) quality and its variation over time be-
tween each node pair in the network, if we assume similar behavior of the
nodes in the future. Thus, taking the past time series of linkquality measure-
ments as training data for regularly observed patterns we can predict probable
future connectivity of the node. Figure 4.1 illustrates this with a hypothetical
network consisting of five nodes from Node A to Node E7. The different
graphs depict the signal quality variations in the past between the given node
pairs (solid lines) and the predicted future signal quality(dashed lines). Note
that tracking signal quality between every node pair has scalability issues
and it is practically unfeasible. However, usually it is enough to monitor and
predict the signal variation only in the close neighborhoodof the node be-
cause far nodes are out of communication range anyway. Hence, each node is

7For sake of simplicity, we depicted the signal variation between only a few node pairs.
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supposed to measure the observed link quality to its neighbors and base the
prediction on these observations from the past. Adopting the general form of
Equation 4.1, the specific problem with link quality as the measure of mobil-
ity state leads to the following equation:

Pred : SigQpast,current 7→ SigQ f uture (4.2)

Figure 4.1: ‘Trajectory’ of Signal Quality Versus Time in a Hypothetical Net-
work

4.1.2 Structure of a Prediction Algorithm

With these prerequisites in mind, the general building blocks of a prediction
algorithm can be defined as shown in Figure 4.2. The two major parts are the
state observation and the prediction.

The task of state observation is to keep track of the node’s mobility state
by the Observer. Its input comes from the defined set of parameters which
form the input space. The output of the Observer is the input of the prediction
part. If the observed parameters (the input space of the Observer) are not the
same as the input required by the prediction part, the Observer has to make a
mapping of the parameters. For instance, if the input is an RSS measurement



4.1 Fundamentals 55

Prediction

Current State

Predicted/Future State

State Observation

Parameter
Estimator

State
Predictor

Observer

Figure 4.2: General Structure of a Prediction Algorithm

and the output is a time series of RSS measurements, the Observer has to
store the past values and arrange them in a time series which it can pass to the
prediction part.

The prediction part can be split in two major functions, suchas the State
Predictor and the Parameter Estimator. The State Predictormakes the actual
prediction and models the system. Its input comes from the Observer and the
system model parameters come from the Parameter Estimator.The Parameter
Estimator gets the training data as input from the Observer and computes
the required parameters. As a simple example, consider a linear model of a
node movement. In order to make a linear prediction of geographic position,
the State Predictor needs the actual coordinates of the nodeas input and its
speed and acceleration as parameters. So the Parameter Estimator gets a time
series of measured coordinates, computes the velocity and moving direction
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from this and hands them over to the State Predictor as the system model
parameters. With these parameters and the input being the actual position, the
State Predictor is able to predict the future position of thenode.

4.2 Link Quality Prediction Using Pattern
Matching

In this section, we present our link quality prediction method called XCo-
Pred [17, 18] which is based on pattern matching. As stated inAssumption
2 in the previous section, we assume that the behavior of the nodes shows
some patterns. There are two driving forces which determinehow these pat-
terns look. The first is that the possible patterns are heavily influenced by
the physical environment. For instance, in an office building, people carrying
the nodes are usually walking along the floors (e.g., going tothe printer to
fetch a document, walking to the coffee corner and returningback to their
office). Another physical restriction is that in this environment humans are
rarely moving with higher speed than about 2 m/s. The second driving force
is the intention of the user. For example, when the user passes an office door
(s)he decides based on intentions, whether (s)he wants to enter the office or
continue walking down the floor. These driving forces of nodemobility are
reflected in the observed patterns of link quality.

Assuming that the behavior of the nodes is repetitive, patterns similar to
the recent past in the history of the link measurements contain information
about the node’s current mobility state. Thus, these past situations can be
used as the base for the prediction. Therefore, the quest is to find these similar
patterns in the past.

4.2.1 State Observation

As the measure of link quality, we are using the Signal to Noise Ratio (SNR)
value of the link. The node periodically monitors the SNR values of its links
and these values serve as input for the Observer. Figure 4.3 shows an example
of a time series of a link’s SNR values with recognizable patterns. The sam-
ples were measured in a MANET of a typical office environment with two
nodes moving around on the floor and pausing in the offices.
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Figure 4.3: SNR Measurement Example

Signal to Noise Ratio

We have chosen to use the SNR value as a measure of link qualitybecause
the SNR not only takes into account the signal strength, but also the amount
of noise in the signal. Moreover, it can be easily measured. For instance, in
wireless LAN network interfaces according to the 802.11 standard [36] the
firmware and the driver usually provide some measurements ofsignal strength
and background noise observed on the channel.

The Signal to Noise Ratio is generally defined as

SNR[dB] = 10log10(
Psignal

Pnoise
)[dB], (4.3)

wherePsignal is the power level of the signal andPnoise is the power level of
noise, respectively. The signal power is influenced by several parameters of
the communication system. At the sender, it is depending on the transmis-
sion power of the sending device and the antenna gain. Duringpropagation,
the signal experiences a propagation loss, which is usuallymodelled with
a freespace model. It is further influenced mainly by three effects, such as
reflection, scattering and diffraction. Together, all these physical factors are
building the radio propagation model. On the other hand, thenoise power is
usually modelled as receiver noise (e.g., thermal noise in the receiver mod-
elled as Additive White Gaussian Noise - AWGN), environmental noise (from
different sources in the environment, usually also modelled as AWGN) and
interference caused by other transmissions on the same channel or nearby,
overlapping channels. For more details, see [37].

In order to get a time series of the SNR history, each node has to make
measurements of lengthT at fixed time intervals defined in the following:
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Definition 4.2.1 The measurement interval T is the time between two se-
quent measurements performed on one link of the node.

T is a design parameter and was chosen to be 1 sec in our case. It is a trade-
off between having too frequent measurements which increases the computa-
tional costs and having too few measurements which means loss of informa-
tion about the node’s behavior.

In order to account for breaking links, the special value ofSNR= 0 is
defined as having no connection between the nodes. Each node keeps the
history of the according link and, in case of link failure, fills it with zeros to
have the information when and for how long the connection broke. Having
this information is important to predict future link failures.

As the resources of mobile devices are generally scarce, thenumber of
measurements which are stored must be limited. The history of each link is
therefore stored in a circular buffer ofN elements.N is another design param-
eter, which has to be chosen as a trade-off between memory usage and having
enough training data for the prediction. Assuming that eachmeasurement is
stored as a float value, typically using 4 Bytes of memory, reserving 8 kBytes
allows to store 2048 measurements per link. WithT = 1 sec this results in
storing roughly the last 35 minute history of each link. Counting 10 con-
nections per node, this requires approximately 80 kBytes ofmemory. Even
the most limited devices should nowadays have this amount offree memory
available, soN = 2048 seems a reasonable choice.

When the Observer gets a prediction request, it hands over two things to
the prediction algorithm: the training data and the query.

Definition 4.2.2 The training data t is the measured time series of all the
node links from the past in the time range t= (n−NT) . . .n, where n is the
query time.

Definition 4.2.3 Thequery q is the recent part of the time series of measure-
ments, which is used for creating the link model. Thequery order o is the
length of the query, i.e., the number of measurements used inthe query.

In Equation 4.2 the training data is represented bySigQpast and the query
is SigQcurrent. Figure 4.4(a) visualizes an example training data gathered on a
link, query and query order.

The query ordero is another important design parameter. We discuss the
choice ofo in the evaluation part (see Section 6.4.3) of this thesis.
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Figure 4.4: Sample Training Data and Query

Smoothing with Kalman Filter

One problem with this approach is, that the measurements of the training data
are usually noisy. In order to get rid of this noise as far as possible, we filter
the measurements with a Kalman filter [38]. Figure 4.5 shows atime series of
SNR measurements from an exemplary link simulated in NS-2 [20], together
with the filtered values.

Figure 4.5: SNR Time Series Filtered with Kalman Filter

The basic idea behind the Kalman filter is essentially to estimate the state
xk ∈ Rn of a system at timek, which can be observed only indirectly or in-
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accurately, as the linear combination of a prediction, based on the last value,
and the measured value. Systems which can be filtered with a Kalman filter
are described with the following equations:

xk = Axk−1 +Buk−1+wk, (4.4)

with measurementsz∈ Rm

zk = Hxk +vk. (4.5)

A is then×n system matrix, which is determined by the nature of the system.
B is ann× b matrix, that relates the optional control inputuk ∈ Rb to the
statexk . The m× n matrix H relates the actual state of the system to the
measurementzk . wk andvk are independent random variables with normal
distribution representing the process and the measurementnoise, respectively:

p(w) ∼ N (0,Q), (4.6)

p(v) ∼ N (0,S). (4.7)

Though the real statexk of the system at timek is never exactly known,
the Kalman filter works with three estimates of the system state: (1) the a pri-
ori estimatêx−k , which is a prediction of the next value based on the previous
ones; (2) the measurementzk , related toxk by Equation 4.5; and (3) the a
posteriori estimatêxk which combines the a priori estimate and the measure-
ment, and is the actual output of the filter. In order to compute x̂k , the Kalman
filter works recursively with two steps: the time update, in which the a priori
estimate of the value is predicted; and the measurement update, in which the
prediction is corrected with having the measured value. This two step cycle is
illustrated in Figure 4.6.

In the time update step, the next value of the system state is predicted
based on the previous value using the following equation:

x̂−k = Ax̂k−1+Buk−1, (4.8)

For the SNR filter, where the system state is the scalar SNR value, this equa-
tion can be written as
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Figure 4.6: The Two Step Cycle of a Kalman Filter

x̂−k = Ax̂k−1 +B ·1= αx̂k−1 +c (4.9)

with the model parametersα andc. This approach of the next SNR value, be-
ing dependant solely on the previous one and a constantc, is an autoregressive
model of order 1 denoted by AR(1). The parametersα andc of the autore-
gressive model are calculated at each filtering step using the least squares
method [35]:

α =
∑O−1

i=0 xk−ixk−i−1− (O−1)x̄2

∑O−1
i=0 x2

k−i−1− (O−1)x̄2
, (4.10)

c = (1−α)x̄, (4.11)

wherex̄ denotes the mean of theO latest training sample vector.O is the order
of the training data. We discuss the choice ofO later in the evaluation part (cf.
Section 6.4.2). Furthermore, in the time update step, the a priori estimate error
covariance is calculated according to

P−
k = APk−1AT +Qk, (4.12)

wherePk−1 is the a posteriori estimate error covariance (see below). The mea-
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surement noise covarianceQk can be dynamically estimated with the follow-
ing equation (cf. [39]):

Qk =
∑O

i=1 x̂i − (αx̂i−1 +c)
O

(4.13)

In the measurement update step, the linear combination of the a priori
estimated state and the measured state is calculated as

x̂k = x̂−k +Kk(zk −Hx̂−k ). (4.14)

The measurement innovationKk is defined as

Kk =
P−

k HT

HP−
k HT +S

. (4.15)

The a posteriori estimate error covariance is calculated according to

Pk = (I −KkH)P−
k . (4.16)

Time Update Step Measurement Update Step

α =
∑O−1

i=0 xk−ixk−i−1−(O−1)x̄2

∑O−1
i=0 x2

k−i−1−(O−1)x̄2 Kk =
P−

k
P−

k +S

c = (1−α)x̄ x̂k = x̂−k +Kk(zk− x̂−k )

x̂−k = αx̂k−1 +c Pk = (1−Kk)P
−
k

Qk =
∑O

i=1 x̂i−(αx̂i−1+c)
O

P−
k = α2Pk−1 +Qk

Table 4.1:Kalman Filter Equations for the SNR Filter

In wireless networks, the process noisewk is usually modelled by a nor-
mally distributed random variable with typical standard deviation from 4 - 8
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dB (cf. [39]). A value ofS= 49 was chosen in our case for the process noise
covariance, which relates to assuming a standard deviationof noise of 7 dB.

In case of filtering the SNR the above equations are simplifiedbecause
the system statexk and its estimates are scalar values, thus all matrices and
vectors become scalar. Furthermore, the equations are simplified by setting
H = 1, as the SNR is directly measured. The resulting equations for filtering
the SNR values are summarized in Table 4.1.

4.2.2 Prediction

As depicted in Figure 4.2, the prediction part can be split intwo functions,
namely Parameter Estimator and State Predictor.

Parameter Estimation with Cross-Correlation

The parameters which the Parameter Estimator hands over to the State Pre-
dictor are references to points in the link history, where similar situations to
the actual one have been observed. The information what the Parameter Esti-
mator gets from the Observer is the training data and the query. Thus, its task
is to find patterns in the training data which are similar to the query.

In order to do this, it computes the normalized cross-correlation [40] of
the query and the training data. The normalized cross-correlationγ(m) at lag
m is a measure of similarity of the query to the appropriate part of the training
data at this lag. It is defined as

γ(m) =
∑o

i=1 [q(i)− q̄][t j , f (m+ i)− t̄ j , f ]
√

∑o
i=1 [q(i)− q̄]2 ∑o

i=1 [t j , f (m+ i)− t̄ j , f ]2
, (4.17)

whereq(i) denotes theith value of the query,t j , f (i) denotes theith value of
the training data of the link between nodej and nodef , andq̄ andt̄ j , f denote
the mean of the query and the according part of the training data, respectively.

An example of the normalized cross-correlation function isdepicted in
Figure 4.4(b). Note that in this example only one time seriesof training data
was used. When the node hasy neighbors, this results in computingy normal-
ized cross-correlations. The plot shows that there are several good matches re-
sulting in local maxima at lags aroundm= {65,100,140, . . .} and the global
maximum is atm= 316 withγ(316) = 0.94.
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The Parameter Estimator should hand over these lags representing good
matches to the State Predictor. Thus, it has to determine thelocal maxima of
the correlation function. For doing this, a thresholdγmin is defined, such that
m is a good match, ifγ(m) ≥ γmin.

Definition 4.2.4 Thematch threshold γmin is a scalar value, above which the
correlation of the query with the training data is considered to be amatch
and is used for the prediction.

γmin has to be chosen as a trade-off between being not too strict and not too
loose about what a good match is. The former case could lead tohaving none
or only a small number of matches, since the latter one would define situa-
tions as matches which are not really similar to the query. Inorder to find the
local maxima ofγ(m), first all the regions ofm where the normalized cross-
correlation is aboveγmin are determined. Then, for each of these regions the
maximum is searched and inserted in the set of lags which are handed over to
the Predictor.

We discuss the choice of the match thresholdγmin later in the evaluation
part (see Section 6.4.3) of this thesis.

Prediction by Creating the Local Model

Getting the set of matches from the Parameter Estimator and the training data
from the Observer, the task of the State Predictor is to create the local model
of the link. The model is based on the training data regions following the lags
of the matches. This means, that if a lag ofm is received from the Parameter
Estimator, the part of the training data used for creating the model is the
measurements ofm. . . (m+ l) for an l-steps-aheadprediction. So, the first
step in modelling is to create from the set of lags a set of predictors8.

Definition 4.2.5 If the set of matches contains i lags{m1 . . .mi}, that i parts
of the training data{t(m1 . . .m1 + l) . . .t(mi . . .mi + l)} form theset of pre-
dictors p. The i-th predictor is denoted by pi .

Parameterl , the length of the predictors, is called the prediction order. l deter-
mines how far in the future the prediction will reach. It is a design parameter

8Note that these predictors are not the same as the State Predictor, as they are patterns in the
link history since the State Predictor is a functional part of a prediction algorithm.
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and can be set according to the needs of the application for which the predic-
tion is used.

Having a set of predictors, the link model can be created in the following
way. In the set of predictors, eachpi represents a past situation where the link
was in a similar state to its current status. It can be assumed, that in these pre-
dictors different patterns of SNR changes appear because ina given situation
the nodes have typically several options of how to behave. Inorder to predict
the most probable one of these patterns, the pattern which appeared the most
often in the past should be chosen. This can be done by lookingat which
predictor has the most similarities to the other ones. Again, the normalized
cross-correlation function is used for measuring the similarity of predictorpi

to p j , which is denoted byγi, j . After this, the average similarity of a predictor
pi is defined as

γi =
∑L

j=1γi, j

L
, (4.18)

whereL is the total number of predictors.

As the prediction, the predictor with the maximum average similarity
among all the predictors is chosen and the link future behavior is modelled by
the selected predictor. Taking one of the predictors directly as the prediction
means that the prediction has the same length as the predictor. Thus, if the
predictor containsl measurements, anl-steps-ahead predictionis performed.

Fallback Solution Using Autoregression

It can happen that the Parameter Estimator does not find any match in the
training data due to the following reasons:

• The training data are too short, as the order of the training measure-
ments has to be at least the length of the queryo (for being able to com-
pute the cross-correlation) plus the prediction orderl (as thel training
samples after a matching part of the training data are used asa predic-
tor);

• The cross-correlation does not contain a value above the match thresh-
old γmin, because the pattern in the query was not observed before.
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In such a case, we use a fallback solution exploiting the inherent predic-
tive power of the Kalman filter. As our Kalman filter, a first order autore-
gressive link model AR(1) is created in the time update step of the state ob-
servation (see Section 4.2.1). Using this model for an iterative l-steps-ahead
prediction9 has the benefit, that the model already exists and can simply be
applied. Thus, in any case, even if the current situation wasnot observed be-
fore, a prediction will be available.

4.2.3 Summary of the Design Parameters

After discussing our XCoPred prediction mechanism, Table 4.2 gives a sum-
mary of the design parameters. The complete table with all the parameter
values chosen is presented in Section 6.4.4.

Design Parameter Value

Kalman filter parameters:

α computed according to Eq. 4.10

c computed according to Eq. 4.11

process noise covarianceS 49

training data orderO see Section 6.4.2

Prediction parameters:

measurement intervalT 1 sec

no. of stored measurementsN 2048

query ordero see Section 6.4.3

match thresholdγmin see Section 6.4.3

prediction orderl depends on the application

Table 4.2:Summary of the XCoPred Mechanism’s Design Parameters

9Iterative prediction means that the predicted next-step-value is used again as input for the
model. Doing thisl times leads to anl-steps-aheadprediction.
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4.3 Using XCoPred in the Priority Based
Selection Algorithm

In order to select a stable Dominating Set, during the selection process each
client should have a link to a server which is predicted to be stable for a
certain amount of time. Thus, we introduce alink stability criterion into the
PBS algorithm:

Definition 4.3.1 A link is predicted to be stable, if it is available for the next
l ×T seconds, where l is the prediction order and T is the measurement in-
terval.

As l is the number of values in the time series of the prediction, to check
whether a link is stable the prediction simply has to be scanned for zeros10. If
a zero appears in the prediction, the link is predicted to be unstable.

Considering the pseudo code of the PBS algorithm in Listing 3.1, only
a little adaptation has to be done in order to incorporate thelink stability
criterion into PBS. In line 7, where the state of the node is determined, instead
of

7 : i f ( i s N e i g h b o r (DOMINATOR)==t rue ) {

the following condition for switching to DOMINATEE state isto be used:

7 : i f ( i s S t a b l e N e i g h b o r (DOMINATOR)==t rue ) {

whereisStableNeighbor(DOMINATOR)==true means that the node has at
least one DOMINATOR neighbor and the link to this DOMINATOR node is
expected to remain stable forl ×T seconds11. See Section 6.4.6 for evaluation
results of using XCoPred in the PBS algorithm.

Note that this link stability requirement holds only duringthe DS selection
period. Once all the nodes have decided their state as eitherDOMINATOR or
DOMINATEE, a DOMINATEE node is not requested to have a stablelink to

10Recall that a zero was defined as a special value for having no connection between the nodes.
11Though we did not carry out a detailed complexity analysis ofXCoPred, it can be easily

seen that computing the normalized cross-correlation of the queries and the training data as well
as correlating the predictors with one another present a bigcomputation overhead for the nodes.
Especially for devices with limited resources, such as mobile phones, this might be a too big
burden and a simpler or more optimized solution might be preferable. However, analyzing the
complexity and optimizing XCoPred are left as another topicfor future research (see Section 8.4
for possible ideas).
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the given DOMINATOR node anymore. Thus, just because a DOMINATEE
node has no stable link to the given DOMINATOR node anymore itdoes not
switch back its state to CANDIDATE and does not trigger a new selection
round. However, to require this would be a further improvement possibility.
Letting the link stability criterion be always valid would have the benefit,
that the DS would be updated proactively before a change is really necessary.
Once a node predicts that it might loose the connection to itsDOMINATOR
neighbor, it would already trigger a new DS selection round before the link
really breaks. This might prevent the interruption of the service for the given
node.

4.4 Chapter Summary

In this chapter, we have surveyed the fundamentals of mobility prediction in
MANETs. Moreover, we have presented our XCoPred mechanism we have
developed for mobility prediction and pointed out its use inthe PBS algo-
rithm.

XCoPred predicts the variations of the wireless link quality based on pat-
tern matching without using any external hardware or reference point. Each
node in the ad hoc network monitors the signal quality (Signal to Noise Ratio)
of its links to obtain a time series of link quality measures.These measure-
ments are filtered with a Kalman filter to get rid of noise. Whena prediction
is required, the node tries to detect patterns similar to thecurrent situation
in the history of its links’ SNR values and to obtain a set of predictors. For
this purpose, the node computes the normalized cross-correlation between the
current pattern and the history of the links’ quality. As theprediction itself,
the most probable predictor is used. For cases where no matchcan be found,
we apply a fallback solution based on an autoregressive model. To incorpo-
rate XCoPred into the PBS algorithm we defined a link stability criterion.
Taking into account link stability based on prediction in the DS selection, the
stability of the selected DS can be improved.

We show later in Section 6.4 based on a simulation study how the pre-
diction parameters can be set appropriately, how accurate predictions we can
achieve and how XCoPred can improve the performance of the PBS algo-
rithm.







Chapter 5

Implementation

In this chapter, we provide an overview about how we implemented the al-
gorithms and mechanisms being developed during this thesiswork to prove
the viability of our concepts. The implementation also forms the basis for
our investigations and evaluation. Thus, first we describe the implementation
of PBS, NWC and XCoPred in the NS-2 network simulator. Then, we dis-
cuss their implementation in our SIRAMON framework with pointing out the
SIRAMON testbed we have built and a demo application, a simple real-time
multiplayer game called Clowns, which we implemented to demonstrate the
usefulness of SIRAMON.

5.1 Implementation in NS-2 Network Simulator

In the following, we give a brief overview about NS-2, then wepresent the
main points of our PBS, NWC and XCoPred implementation in this simulator.

5.1.1 NS-2 Network Simulator

NS-2 is a free and open source discrete event network simulator widely used
in research projects. It can be downloaded from the NS-2 homepage [20] and
is available for several Unix and Windows platforms. A handyintroduction
to NS-2 can be found in [41]. The development of NS-2 started in 1989 and
it is maintained by the VINT (Virtual InterNetwork Testbed)[42] project.
In our work, thens-allinonepackage release 2.28 of the simulator has been
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used. Since 1989 the simulator has evolved into a complex andpowerful tool
supporting a rich number of protocols and applications. NS-2 is implemented
in two programming languages, the core is written inC++ and to configure and
run the simulationsOTcl12 is used. The combination of these two languages
offers a compromise between performance and ease of use of the simulator.
The simulation of a specific protocol consists of four steps:

1. Implementation of the protocol inC++ andOTcl;

2. Description of the simulation scenarios inOTcl;

3. Running the simulations;

4. Analysis of the generated trace files.

For inspecting network simulation traces and real world packet traces a
Tcl/TK based animation tool called NAM (Network Animator) [44] canbe
used.

5.1.2 Implementation of the Priority Based Selection
Algorithm in NS-2

The PBS algorithm has been implemented as an agent (ZSSpbsAgent) in the
core part of the NS-2 simulator that can be attached to different nodes in
the simulation configuration scripts.ZSSpbsAgent is inherited from the main
zone server selection agent calledZSSAgent that provides some general func-
tionalities for selecting zone servers. This gives the flexibility to implement
any modified PBS or even completely different algorithms by just adding a
new agent inherited from theZSSAgent.

The workflow and the required actions of the PBS algorithm arecon-
trolled by a Finite State Machine (FSM) defined by states and transitions be-
tween these states. The transitions are executed based on the incoming events.
The specification and details of this FSM can be found in Appendix B.1. Note
that we used the same state machine for the implementation inthe SIRAMON
framework, too.

Figure 5.1 depicts the basic structure of theZSSpbsAgent. Every agent
has arecv() and asend() function beside the FSM to receive and send the

12OTcl is the object oriented variant of theTcl script language. For more details see [43].
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PBS messages, respectively. Therecv() function handles the incoming mes-
sages, extracts the relevant information found in the message into the own
neighborlist and forwards the appropriate event to the FSM.Based on the re-
ceived event, the FSM performs the corresponding action. Onthe other hand,
when it is required to send out a PBS message, the FSM compilesthe infor-
mation, forwards it to thesend() function which creates the PBS message
and sends it out.

Figure 5.1: Structure of theZSSpbsAgent in NS-2

Communication Between the PBS Agents

For the communication between the agents we have defined and developed an
own protocol calledPT ZSS, which is based on the UDP transport layer proto-
col, and an own message format illustrated by Figure 5.2. This message con-
sists of a PBS header, the localnode fields containing information about the
sender node, and several neighbornode fields containing information about
the neighbors of the node. Moreover, the neighbornode fieldscontain a flag
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called ‘fullconnected’ that is used by the DOMINATOR nodes when they
have to force another node to join the DS (cf. Section 3.2).

Figure 5.2: PBS Message

Network Monitor

To cope with node mobility and detect changes in the topologyof the net-
work a basic Network Monitor has been implemented, as well. This monitor
uses periodically sent ‘alive’ messages. If a node sends no alive message for
a specified amount of time, we assume that the node disappeared and it is
removed from the neighborlist. New nodes can easily be detected based on
newly received alive messages.

More information about the PBS implementation in NS-2 can befound in
Appendix B.2.

5.1.3 Implementation of the Node Weight Computation
Mechanism in NS-2

The NWC mechanism, which computes the node weight, has been imple-
mented as an extension to the PBS algorithm. Figure 5.3 showsthe structure
of the NWC implementation in NS-2.

The implementation follows the programming technique of NS-2. In the
OTcl space, the necessary variables are assigned, set and then passed to the
C++ space where the NWC mechanism is implemented as an extensionto
PBS. The three groups of these variables are:
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Figure 5.3: Structure of the NWC Implementation in NS-2

• Service Specification:It is used to characterize the service to be simu-
lated. Variables related to and describing the service suchas CPU/mem-
ory load, battery consumption and also traffic rate between the zone
servers and their clients are defined and set here.

• Node Specification:The node properties are assigned and set here,
such as the CPU type, memory and battery capacity. This will allow
the computation of the parameter values during the simulations.

• Service Profile: The parameter weights are defined and set here for
the given service. These weights are used, together with theparameter
values, to compute the node weight.

In the C++ space, theZSSpbsAgent is extended with the node weight
computation mechanism. Moreover, we have implemented alsothe follow-
ing functionalities:

• Service Monitor: This functionality is responsible for monitoring and
checking the parameter values. It collects statistics about the parameter
values periodically. Additionally, it checks in case of thelocal resource
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parameters (CPU, memory and battery) whether their values are be-
low the preset thresholds. If yes, an anomaly is generated (see Section
3.3.2). Furthermore, it controls the traffic generation between the zone
servers and their clients, and the zone servers themselves.

• Parameter Computation: It computes the parameter values using the
node and service specification settings and the informationcollected
from the Service Monitor.

5.1.4 Implementation of the XCoPred Prediction Method
in NS-2

For the implementation of our mobility prediction mechanism we defined two
new classes in theC++ space of NS-2: theMobilityStateObservation class
for the state observation part and theMobilityPrediction class for the pre-
diction part (see Figure 5.4). Then, we extended theZSSpbsAgent such that
each PBS agent creates instances of both of these classes. Moreover, using
XCoPred in the PBS algorithm, i.e., incorporating the link stability criterion
(see Section 4.3), required also some changes in theNeighborlist class and
in theZSSpbsAgent code.

State Observation

In order to keep track of a node’s links, a structure calledLinkMeasurements
was defined (see Appendix B.3.1). Each state observation object contains an
array of suchLinkMeasurements, one for each link it currently has or had
in the past (recall that the broken links of a node contain valuable training data
which should also be stored). Furthermore, theMobilityStateObservation
class has two important interfaces.

The first interface is used by therecv() function of theZSSpbsAgent.
Therecv() function calls theinsertMeasurement() function ofMobility-
StateObservation in order to store the measured SNR value for each re-
ceived packet in thelastMeasurement variable of the accordingLinkMea-
surements structure. Because measurements should only be performed once
every T second (recall thatT is the measurement interval defined in Sec-
tion 4.2.1), a timer was added to theZSSpbsAgent. ThemakeMeasurement()
function, which is called everyT second, checks whether a new value has ar-
rived during the last measurement interval and if so, applies the Kalman filter
to this value and stores the filtered value in the time series of the according
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Figure 5.4: Structure of the XCoPred Implementation in NS-2

link. If no new value was saved by theinsertMeasurement() function, it is
assumed that the connection is broken and a 0 is inserted in the time series.
Note that each node should frequently receive ‘alive’ messages for all of its
active links. The alive messages are used by PBS in order to keep the list of
direct neighbors accurate and are sent by default every 0.1 second. Thus, in
order to make sure that a measurement for each link can be madeduring a
measurement interval,T should not be set to values smaller than 0.1.

The second important interface of theMobilityStateObservation class
is used by theZSSpbsAgent to request a prediction for a certain link. In order
to check, whether a link to a given neighbor is stable, theisLinkStable()
function is called, which returns a boolean value. TheisLinkStable() func-
tion first checks, whether the prediction in theprediction field of the ac-
cordingLinkMeasurements structure is still actual. The lifetime of a predic-
tion was set to 2 seconds. This value should make sure that during a zone
server selection round each link is predicted only once. When the prediction
has expired, a new one is triggered. Then theisLinkStable() function scans
the prediction for zeros in order to decide whether the link is stable or not.
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Beyond these two interfaces theMobilityStateObservation class pro-
vides some additional functions for theMobilityPrediction class, too.
These are mainly used to hand over the training data and queryto the pre-
diction part.

More information about the state observation part can be found in Ap-
pendix B.3.2.

Prediction

The MobilityPrediction class has one important public function called
predict(), which is used by theMobilityStateObservation class in or-
der to get a prediction of a certain link. Thepredict() function first fetches
the query and training data and tries to find predictors by calculating the nor-
malized cross-correlation function. If this is successful, the most ‘common’
predictor is chosen according to the strategy explained in Section 4.2.2. If
no predictor was found, it gets the autoregressive model parameters from the
accordingLinkMeasurements structure and performs an iterative prediction
with them. Finally, thepredict() function stores the predicted values in the
prediction field of the adequateLinkMeasurements structure.

Link Stability Criterion

To implement the link stability criterion in PBS (see Section 4.3), we had to
make several changes in theNeighborlist class and in theZSSpbsAgent.

TheNeighborlist class was extended with two new functions. Theget-
AllStableNeighbors() and thegetStable1HopNeighbors() functions are
the pendants to the default functionsgetAllNeighbors() andget1HopNeigh-
bors() returning only the neighbors on which the stability criterion holds.
Additionally, a configuration parameter was introduced to theNeighborlist
class, which controls whether prediction is to be used or not.

TheZSSpbsAgent class was changed in two places. First, thesendNeigh-
borlist() function was modified to include only those neighbors on which
the stability criterion holds. In order to do this, it uses the getStable1Hop-
Neighbors() function of theNeighborlist class. The second change con-
cerns thedetermineStatus() function, which was modified in several places
to use thegetAllStableNeighbors() and getStable1HopNeighbors()
functions in order to determine the PBS status of the node.
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5.2 Implementation in SIRAMON

In the following, we give a brief overview about the structure and implemen-
tation of our SIRAMON framework. Then, we present shortly our SIRAMON
testbed we have built and the demo game application we have implemented
to demonstrate the working of SIRAMON. And finally, we discuss the main
points of our PBS, NWC and XCoPred implementation in SIRAMON.

5.2.1 SIRAMON Framework

As we discussed in Section 2.4.1, SIRAMON is our service provisioning
framework for self-organized networks based on a modular and distributed
design. Its components can be replaced according to specificdemands which
makes it possible to support different type of services. SIRAMON consists of
the following modules (see Figure 5.5): (i) Service Specification; (ii) Service
Discovery; (iii) Service Deployment; (iv) Service Management; (v) Environ-
ment Observer.

Figure 5.5: Ad Hoc Device Model with SIRAMON

Service Specification contains the used Service Model whichdescribes
the role of the device in the service, the functions and connections of service
elements to build the service. Service Discovery is responsible for service
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advertisement if the node hosts a service, or service lookupif the node in-
tends to use a service. By the Service Deployment module, creation, installa-
tion and configuration of services are carried out. The Service Management
component controls the service maintenance, reconfiguration and termination
functions. And the Environment Observer module deals with the monitoring
of the node resources and the service context.

We have implemented SIRAMON in a platform independent way using
Java programming language. For more details on SIRAMON’s design and
implementation see [21].

5.2.2 SIRAMON Testbed

In order to have a proof of concept implementation and gain some experience
with SIRAMON in real world environment we have built a small testbed.
The mobile part of this testbed consists of five devices, suchas three laptops
and two PDAs. Furthermore, there are two desktop PCs also included in the
testbed which are not mobile but equipped with wireless interfaces, too. All of
the devices are running Linux as operating system and SIRAMON is installed
on them. In the testbed, the nodes are communicating with each other via
802.11b Wi-Fi interfaces [36] in ad hoc mode, though the PDAsare also
Bluetooth enabled. A snapshot of this testbed is shown in Figure 5.6.

Figure 5.6: SIRAMON Testbed
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To demonstrate the working of SIRAMON from the application’s point of
view, we also have developed and implemented a real-time ad hoc multiplayer
game called Clowns (a screenshot of Clowns is shown in Figure5.7) [45]. It
is a simple jump-and-run type game with a modest 2D graphicalinterface.
The players’ clowns have to catch and kick each other’s clowns, in this way
collecting points. Who collected the most points wins the game. Clowns has
been implemented in C++ on top of SIRAMON. It uses a distributed zone-
based server architecture with real-time synchronizationbetween the servers.
All the communications are done via wireless interfaces of the testbed nodes
in ad hoc mode. With the help of our PBS algorithm, the Clowns clients are
able to cope with the dynamic changes of the network. Thus, tohandle mo-
bility and disappearing zone servers they are able to selectnew servers and
reconnect to them on the fly.

Figure 5.7: Screenshot of the Demo Game Called Clowns

5.2.3 Implementation of the Priority Based Selection
Algorithm in SIRAMON

The zone server functionality and the PBS algorithm have been implemented
in the Service Management module of the SIRAMON framework. Like the
implementation in NS-2, the PBS algorithm is implemented inthe class called
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ZSS PBS that is inherited from the basicZSS class that provides some general
functionality for selecting zone servers. Again, this gives the possibility to
implement modified algorithms or completely different approaches for zone
server selection in future projects. The Service Management module is im-
plemented in its own java package (Siramon.Management) inside the frame-
work. For zone server selection two subpackages,Siramon.Management.zss
andSiramon.Managament.zss.utils, have been added. A short descrip-
tion of these new subpackages can be found in Appendix B.4.

Communication Between the Nodes

For the communication between the different nodes, the existing procedures
provided by the framework have been used. The neighborlistsare embedded
in the message part of the SIRAMON packets. In order to be ableto distin-
guish between different running instances of the PBS algorithm supporting
different services, a unique Session ID is assigned to everyinstance. This ID
needs to be included as well in the header of the SIRAMON packet. Based on
this information, the network receiver thread of the framework is able to de-
tect to which instance the given packet belongs. In addition, the information
about the server component to be started is also transmittedinside the packet.
The structure of a SIRAMON packet as it used by PBS is described in Table
5.1. The Service Identifier and the Message fields contain themost important
PBS information. The Service Identifier contains, beside the identifier value
‘zss’, the Session ID and the Server Component information.In the Mes-
sage field, the neighborlist containing the information about the neighbors is
stored.

Field Description
Prefix ‘Siramon’
Source Address Contains the address of the sending node
Flooding Flag Not used
Timestamp Not used
Service Identifier ‘zss:<SessionID>:<ServerComponent>’
Message Contains the neighborlist

Table 5.1:Structure of the SIRAMON Packet as It Used by PBS

The SIRAMON packets are wrapped into UDP packets and sent to the 1-
hop neighbors of the node. For saving resources, these packets are sent only
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once in a given time period using a broadcast address with theTime To Live
(TTL) value set to 1 instead of using unicast connections. Unfortunately, in
Java the TTL field can be set only to multicast sockets. Thus, every node
has to join a specified multicast address and send the packet containing the
neighborlist to this address with TTL set to 1.

Network Monitor

Because the PBS algorithm has to know the 1-hop neighbors of the node, we
have implemented a simple network monitor, similarly to thePBS implemen-
tation in NS-2, in theSiramon.Network package of the SIRAMON frame-
work (see Appendix B.4). The monitor running on the node sends ‘alive’
broadcast messages with TTL set to 1 into the network periodically and re-
ceives alive messages from the neighbors. If a node sends no alive message
for a specified amount of time, the monitor assumes that the neighbor is dis-
appeared and removes it from the neighborlist. On the other hand, appearing
nodes sending alive messages are added to the neighborlist.

5.2.4 Implementation of the Node Weight Computation
Mechanism in SIRAMON

To implement the NWC mechanism we have modified three of the basic SIR-
AMON modules:

• Service Specification:To support the NWC functionality the service
description document (it is an XML [46] file in the actual version of
SIRAMON) has been extended with the service profile containing the
appropriate parameter weights of the given service type. These fields
are optional and are used only if the service requires the zone server
selection functionality.

• Service Management:The node weight computation has been imple-
mented in this module as an extension to the basic PBS algorithm. To
compute the node weight the necessary values of the parameters and
the parameter weights are obtained from the Service Specification and
the Environment Observer module.

• Environment Observer: In this module, the Service Monitor part of
NWC is implemented which monitors the CPU and memory load, the
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battery energy level and the link quality of the connectionsto the node’s
neighbors. We had to create four external procedures to monitor these
parameters, because Java does not have native support to extract the
required information from the hardware device drivers.

5.2.5 Implementation of the XCoPred Prediction Method
in SIRAMON

To implement our mobility prediction mechanism in SIRAMON,we have fol-
lowed the same strategy as in its implementation in NS-2. So,we created two
new classes (MobilityStateObservation, MobilityPrediction) wrapped
into the newly createdSiramon.Management.mobilitypred subpackage of
SIRAMON’s Service Management module for state observationand predic-
tion. Moreover, we adopted the PBS implementation in theZSS PBS class to
make possible the use of prediction.

Measuring the Link SNR Value

As the basis of XCoPred, we have to be able to measure and collect the SNR
values of the node’s wireless links. The IEEE 802.11 standard defines the
wireless signal strength as the Received Signal Strength Indicator (RSSI) [47]
which is a vendor dependent measurement in arbitrary units and does not di-
rectly refer to the SNR value. However, the RSSI values from common ven-
dors can easily be converted into SNR values (cf. [48]). The employed DLink
wireless cards in our testbed are based on an Atheros chip-set controlled by
the Madwifi device driver [49]. In order to pass the RSSI values of the wire-
less link from the device driver to the XCoPred code in SIRAMON, socket
buffers are used. These buffers have a control buffer field, where protocols
can put their private data. We used this field to store the RSSIvalues. Thus,
we has been extended the Madwifi driver to copy the RSSI valuesof the wire-
less link into this control buffer field whenever XCoPred needs actual SNR
data.

5.3 Chapter Summary

In this chapter, we have surveyed the implementation of PBS,NWC and XCo-
Pred in NS-2 network simulator and in our SIRAMON service provision-
ing framework (for more implementation details see Appendix B), respec-
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tively. Moreover, we pointed out the SIRAMON testbed we had built to get
real world experience with SIRAMON and the demo real-time multiplayer
game application called Clowns what we had implemented to demonstrate
the working of SIRAMON.

The implementation of PBS, NWC and XCoPred in NS-2 constitutes the
basis of our investigation and evaluation of these algorithms and mechanisms
what we present in the next Chapter. Unfortunately, we couldnot accomplish
thorough evaluation in the SIRAMON testbed due to its limited size and node
mobility. However, this work was still very useful and let usgain a lot of real
world experience with mobile ad hoc networking.





Chapter 6

Evaluation

Evaluation and validation of the developed algorithms/mechanisms are an
important part of research. Thus, we laid special emphasis on evaluating
our approaches via simulations. In this chapter, first we present the speci-
fication of a pseudo real-time multiplayer game what we have used as the
test application in our simulations. After this, we show ourevaluation of the
PBS algorithm, the technique of service profile creation fornode weight com-
putation using factorial design and simulations, and our evaluation of the
XCoPred prediction mechanism together with its application in PBS. And fi-
nally, we give a short, simulation based comparative study of the centralized
client/server service management architecture, the distributed peer-to-peer
architecture and the zone-based architecture using PBS.

6.1 Test Application

As the test application for the investigations of our developed algorithms/
mechanisms, we have used real-time multiplayer gaming. In the following,
we give a brief overview about the properties and requirements of real-time
multiplayer games.

6.1.1 Real-Time Multiplayer Games

Real-time multiplayer gaming is one of the most popular spare time activi-
ties today. Just consider the biggest on-line multiplayer Internet games like
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Half-Life, Counter-Strike, Warcraft, Unreal Tournament or Diablo which are
played by millions daily all over the world [50]. As technology advances,
mobile devices are now capable to be used also in playing distributed games.
Playing via ad hoc networks of these mobile devices increases the flexibility
of players while offering a convenient way to play at any timeand at any
place without the need of permanent network infrastructure. Thus, mobile
ad hoc multiplayer gaming is one of the most promising futuredevelopment
directions of existing Internet-based multiplayer games.

Quality of Service Properties of Real-Time Multiplayer Games

The most important QoS (Quality of Service) properties of real-time multi-
player games are the end-to-end communication delay, delayjitter and packet
loss to a certain degree, while the available network bandwidth is of less im-
portance (see Table 6.1) [51].

QoS Property Value

Max. latency 100 – 150 msec

Max. packet loss 3 – 5 %

Max. jitter As low as possible

Required bandwidth Some kbit/s

Table 6.1:QoS Properties of Real-Time Multiplayer Games

For most real-time multiplayer games, a maximum of 100 – 150 msec
round trip delay is still acceptable. The upper bound of the affordable skew
for interactive audio and video applications is estimated around 120 msec.
For car racing games, a network delay in the range of 50 to 100 msec is al-
ready noticeable but is tolerated by most of the players, whereas a delay of
more than 150 msec results in remarkable degradation of the end users’ per-
formance. Similar results are applied for first-person shooter games [52]. The
effects of jitter, however, are not so well-researched yet.Latency and jitter are
strongly coupled in the Internet with the ratio of jitter to latency being 0.2 or
smaller [53]. This also means that jitter in general is very small in the Inter-
net if latency is below 150 ms and therefore has little impacton the game.
Usually, players’ perception of jitter is game-dependant because high level
of jitter leads to packets not arriving in time thus requiring the use of game
prediction mechanisms such as dead-reckoning [54]. As the quality of these
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prediction mechanisms differ from game to game, players also perceive jit-
ter differently. Furthermore, prediction mechanisms cannot always anticipate
players’ actions accurately so high level of jitter usuallydegrades the play-
ers’ experience. Hence, the jitter level must be kept as low as possible. The
packet loss rate has similar effects and it must be kept in therange of 3 – 5
% [51]. And finally, the network bandwidth requirement of these games is
not so critical. With appropriate game state coding the generated game traffic
between the player and server node is usually full duplex CBR(Constant Bit
Rate) traffic in the range of some kbit/s (e.g., 5 kbit/s for Warcraft III or 34
kbit/s for Counter-Strike) [55].

6.2 Evaluation of the Priority Based Selection
Algorithm

It would be interesting to compare the behavior of PBS to other Dominating
Set computation algorithms. However, due to the lack of built-in mobility
maintenance of the other algorithms we cannot easily perform a simulation
based comparison study (we compare analytically the initial DS computation
property of the different algorithms in Section 7.1.2). Thus, here we restrict
our investigations to the performance evaluation of the PBSalgorithm via
simulations [13,15].

6.2.1 Simulation Settings

As we discussed in the previous chapter, we had implemented the PBS al-
gorithm using the NS-2 network simulator [20] and its wireless extensions
developed by the Monarch group [56]. Throughout the simulations, each mo-
bile node shares a 2 Mbit/s radio channel with its neighboring nodes using a
two-ray ground reflection model [57], IEEE 802.11 MAC (Medium Access
Control) protocol [47] and AODV (Ad Hoc On-Demand Distance-Vector)
routing protocol [58]. We have simulated 3 different scenarios with 2 different
node densities13. First, with 15 nodes from which 10 nodes are participating
in the game session, and second with 35 nodes from which 25 areparticipat-
ing in the game in average. The following scenarios have beenused in the

13Note that it would have been more desirable to run the simulations with many more different
node densities (e.g., with 15, 20, 25, 30, 35 nodes) but the long simulation time required by even
a single simulation prevented us from carrying out this morethorough investigation.
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simulations:

• School Yard Scenario:The School Yard scenario can be character-
ized by a group of people (students) who are standing on a school yard
of 400x400 m2 and are playing a multiplayer game together. Because
usually there are no huge obstacles on a school yard the transmission
range of a device is assumed to be 250 meters, which is a typical value
for WLAN in a free area. Due to this wide transmission range, most of
the players will have 1 hop connections to each other. The movements
of the nodes are simulated by using the Random WayPoint (RWP)mo-
bility model (see Appendix A.1.1 and [56]) in which the non-player
nodes are moving freely on the whole area of the school yard between
different destination points, since the distance between two destination
points of the player nodes is uniformly distributed in the range of 0-15
meters. We assume, that people participating in the currentgame ses-
sion are moving only slightly, because it is quite difficult to move and
play at the same time for most of the existing games nowadays.The
speed of the nodes is uniformly distributed in the range of 0-6 km/h.

• Train Scenario: In the second scenario, a train is assumed where some
passengers are playing with each other. For the simulation with 15
nodes the geometrical dimensions are 240x5 m2 (about 8 wagons), and
450x5 m2 (about 15 wagons) for 35 nodes. Due to the narrow but long
area and the assumption that the disjunction between the wagons re-
duces the transmission range of the devices (which is set to 40 meters),
most of the nodes will be connected by several intermediate hops be-
tween each others. Because every playing passenger is expected to sit
most of the time during a game session, we use the probabilityvalue
of 50 % that they will move around. This movement can be character-
ized by moving towards a destination point like the toilet orrestaurant
wagon, spending some time there and moving back to the seat. Non-
player nodes will move around more and will not implicitly move back
to the original starting-point. The speed of the nodes are again uni-
formly distributed in the range of 0-6 km/h.

• Test Scenario:For testing the robustness and reliability of the PBS
algorithm we have used a testing scenario that faces the algorithm with
some more challenging conditions than in the previous scenarios. This
scenario has the geometric dimension of 400x400 m2 for the simulation
with 15 nodes and 800x800 m2 for 35 nodes, respectively. All the nodes
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are moving around with uniformly distributed speed in the range of 0-
30 km/h using again the RWP mobility model. The increased speed
leads to much more mobility of the nodes and causes the algorithm to
recalculate the Dominating Set more frequently.

Variable Setting

Scenario School Yard, Train, Test

Number of nodes 15 with 10 player nodes and 35 with
25 player nodes

Node weight Uniformly distributed between 1-99

Duration of the simulation time 900 sec

Number of repetitions 10

Game joining and leaving pointsRandomly distributed during the
simulation time

Used mobility model Random WayPoint

Game traffic Server⇔ client: full duplex CBR -
10 kbit/s

Server⇔ server: forwarded traffic
coming from the clients

Background traffic CBR - 5 kbit/s

5 (15 nodes) and 15 (35 nodes) par-
allel connections

Table 6.2:Simulation Settings of the PBS Evaluation

Table 6.2 summarizes the main simulation settings. To increase the con-
fidence level [35] of the simulations, we had repeated every simulation 10
times using different seed values then averaged the results. This means 10
simulations per scenario and node density, and 60 simulations in total. We
set the duration of the game session, and thus the simulationtime, to 900
seconds in every scenario. The players’ game joining and leaving points in
time were randomly distributed during the simulation. To simulate a real en-
vironment we generated some traffic, as well. Between the servers and their
clients we generated a full duplex 10 kbit/s CBR data flow (20 packet/sec-
ond with 64 byte packet size) simulating the game traffic [55]. For server to
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server synchronization, we applied the simplest solution without any opti-
mization or sophisticated data coding. Thus, every server simply forwarded
the traffic to the other servers coming from its clients. We also added some
background traffic with the following parameters: In the scenarios with 15
nodes, the background traffic was generated by 5 parallel connections being
active at the same time during the whole simulation between any two random
nodes. Per connection, the sender produced a 5 kbit/s (10 packet/second with
64 byte packet size) data flow for 30 seconds, then a new connection was es-
tablished. In the scenarios with 35 nodes, we increased the number of parallel
connections being active at the same time to 15. Moreover, weset the node
weight randomly between 1 and 99 using uniform distribution14.

6.2.2 Simulation Results

We investigated the time PBS requires to compute and maintain a Dominating
Set of the network graph and the signaling traffic generated during this time.
For this we used the following metrics:

• Bandwidth: It indicates the bandwidth required by the PBS overhead
data from the viewpoint of a node (the total available bandwidth was 2
Mbit/s in these simulations). The used bandwidth is strongly influenced
by the size of the sent messages and increases as more neighbors a node
has. To avoid counting some messages several times, only thesent data
has been considered. The traffic characteristics of the nodes contain
some bursts, because the nodes only start exchanging neighborlists,
when some changes in the network topology have been detectedand
no messages are sent if there is no change. In Figure 6.1, an example
of the PBS overhead data (without the periodic ‘alive’ messages) sent
by a single node during a game session is shown. We can see thatat the
beginning of the game session a lot of data is transmitted, but once the
DS is built the burst behavior can be detected. Thus, during some time
periods no PBS data is transferred, because there are no changes in the
network topology.

The results of the bandwidth investigation (counting also the periodi-
cally sent ‘alive’ messages) are shown in Table 6.3 (we calculated the
minimum, maximum, average and standard deviation values based on

14For sake of simplicity we used positive integer numbers as node weights in this set of simu-
lations.
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Figure 6.1: Example of PBS Data Sent by a Node During a Game Session

the simulation traces). We can see from the table that in the School Yard
scenario the required bandwidth is increasing from 440 bit/s to roughly
1.7 kbit/s on average if the number of nodes increases from 15to 35. In
the bigger Test scenario with 35 nodes the simulation area has been sub-
stantially expanded from 400x400 m2 to 800x800 m2 and the required
bandwidth has decreased to 582 bit/s comparing with the School Yard
scenario because there were less 1 hop connections. Moreover, using
higher speed wireless interfaces in the mobile ad hoc network (e.g.,
11 or 54 Mbit/s according to the IEEE 802.11b/a standards [47]) the
required bandwidth by the PBS algorithm will not cause any serious
problem, since even in the worst case of our simulations it occupied
only 0.1 % of the available 2 Mbit/s channel.

• Determination Delay: This delay indicates the time that is needed un-
til a node gets a neighboring DOMINATOR node or becomes itself a
DOMINATOR. This happens at the beginning of the game session, or
during the game when the connection to a DOMINATOR node gets lost
due to the node’s mobility and a new DOMINATOR node needs to be
selected in order to rebuild the Dominating Set. The resultsof the de-
termination delay investigation are shown in Table 6.4. We can see that
in all the three scenarios with 15 nodes, the average delay isin the same
order between 111 and 185 milliseconds. However, the maximum delay
in the Train scenario is much higher (1.039 seconds) than in the other



94 6 Evaluation

Scenario Min. Max. Avg. σ
School Yard w/ 15 nodes 410 480 440 8

Train w/ 15 nodes 402 430 412 3

Test w/ 15 nodes 416 572 490 15

School Yard w/ 35 nodes 676 2,412 1,722 180

Train w/ 35 nodes 402 498 442 11

Test w/ 35 nodes 408 936 582 53

Table 6.3:Used Bandwidth by the PBS Algorithm [bit/sec]

two scenarios. This is, because the narrow but long area in the train
creates a situation similar to the worst case scenario as shown in Figure
3.8 of Section 3.2.4. This ‘chain’ topology can lead to situations where
the DOMINATOR nodes need to be determined step by step. With the
growing number of nodes, the determination delay increasesas well.
In the scenarios with 35 nodes, there are more considerable differences
in the average values of the determination delay that are caused by the
different number of 1 hop neighbors, but the maximum values are all
in the same order.

Scenario Min. Max. Avg. σ
School Yard w/ 15 nodes 18 690 159 172

Train w/ 15 nodes 7 1,039 111 178

Test w/ 15 nodes 21 674 185 188

School Yard w/ 35 nodes 3 1,130 283 251

Train w/ 35 nodes 4 1,175 153 193

Test w/ 35 nodes 12 1,358 510 311

Table 6.4:Determination Delay [msec]

• Number of DOMINATOR Neighbor Changes: This metric indicates
from the view of a node how often it looses the connection to a neigh-
boring DOMINATOR node and a new node has to be determined as
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DOMINATOR. Obviously, this number should be as small as possible.
As we can see observing the determination delay it can take more than
one second until a new DOMINATOR is determined in a dense sce-
nario with unfavorable topology. During this time the client needs to
connect to a server that is more than 1 hop away if this is possible.

In Table 6.5, we indicated how often a node had lost the connection
to its DOMINATOR node in the scenarios being used. We can notice
that the average values are between 0.1 and 0.4. This means that most
of the nodes had constant connection to a neighboring DOMINATOR
node during the whole game session. In the Train scenarios, however, a
node can loose its DOMINATOR node more frequently because ofthe
narrow but long geometrical shape of the train and the limited transmis-
sion range if the DOMINATOR node starts moving around. Clearly, the
higher level of mobility also has essential influence on the number of
required changes. For example, in the Test scenarios this number is
relatively high because the topology can change much fasterand the
Dominating Set needs to be recomputed more frequently. An interest-
ing observation is that there are nodes in all scenarios never losing their
DOMINATOR nodes.

Scenario Min. Max. Avg. σ
School Yard w/ 15 nodes 0 1 0.1 0.2

Train w/ 15 nodes 0 2 0.2 0.4

Test w/ 15 nodes 0 2 0.4 0.7

School Yard w/ 35 nodes 0 2 0.1 0.4

Train w/ 35 nodes 0 3 0.2 0.6

Test w/ 35 nodes 0 4 0.2 0.7

Table 6.5:Number of DOMINATOR Neighbor Changes

• Number of DS Changes:This metric is used to give an indication
about the stability of the DS. It shows how often the initial Dominating
Set needs to be changed during the game session from a global view-
point. Note that in our implementation, a DOMINATOR node remains
a DOMINATOR, even if its clients are covered by other DOMINATOR
nodes. A DOMINATOR node switches back to DOMINATEE status
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only if there are no DOMINATEE nodes left in its neighborhood. We
chose this solution, because it could lead to an oscillationproblem if
a DOMINATOR node having the lowest priority switched back imme-
diately when it detected other DOMINATOR nodes also covering its
DOMINATEE neighbors.

Figure 6.2: DOMINATOR does not Switch Back to DOMINATEE

In Figure 6.2, the number of DOMINATOR nodes during the simulated
time in one of the School Yard scenario simulations with 35 nodes is
shown when the DOMINATOR nodes do not switch back to DOMINA-
TEE status at all. We can see, that after building the initialDominating
Set consisting of 2 nodes, 4 further nodes were added to this set until
the end of the simulation which led to 4 changes in the DS during the
whole session.

In Figure 6.3, the same situation is outlined if the DOMINATOR nodes
immediately turn to DOMINATEE status when they detect that their
clients are covered by other DOMINATOR nodes. This causes a fre-
quent oscillation in the number of DS nodes massively increasing the
number of DS changes. The oscillation can be alleviated if a DOMI-
NATOR node waits a given amount of time then checks again whether
it is still unnecessary. Figure 6.4 depicts the situation when a DOMI-
NATOR node waits 10 seconds before switching back to DOMINATEE
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status.

Figure 6.3: DOMINATOR Switches Back Immediately to DOMINATEE

Figure 6.4: DOMINATOR Switches Back to DOMINATEE After 10 Seconds

Concerning the approximation factor of the DS, the results shown in
Figure 6.3 and 6.4 are better than what we can see in Figure 6.2be-
cause the number of DOMINATOR nodes in average is less decreasing
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the synchronization complexity for the application. On theother hand,
the various changes force the clients to switch between servers more
frequently which causes a lot of overhead. Therefore, we selected and
used in all the scenarios presented here the solution when a DOMINA-
TOR node never switches back to DOMINATEE status. To avoid the
oscillation problem but still get a good approximation of MDS a pos-
sible improvement can be the use of node mobility prediction, as we
discussed earlier in this thesis. For the evaluation results of applying
our XCoPred prediction mechanism in the PBS algorithm see Section
6.4.6.

In Table 6.6, the number of DS changes in all the different scenarios is
summarized. With the increasing number of nodes and the higher mo-
bility level in the Test scenario the required changes are also increasing.

Scenario Min. Max. Avg. σ
School Yard w/ 15 nodes 0 1 0.6 0.5

Train w/ 15 nodes 0 4 1.6 1.3

Test w/ 15 nodes 0 2 0.8 0.6

School Yard w/ 35 nodes 2 5 3.6 0.8

Train w/ 35 nodes 3 7 4.4 1.2

Test w/ 35 nodes 1 9 5.6 2.6

Table 6.6:Number of DS Changes

• Number of DOMINATOR Nodes: This metric indicates the number
of DOMINATOR nodes in the computed DS. We collected the mini-
mum and maximum numbers of DOMINATOR nodes in case of the
different scenarios (moreover the minimum, maximum, average values
and the standard deviation of these numbers through the several runs
with different seed values of a given scenario) in Table 6.7 and 6.8.

Investigating Table 6.7 we can notice, that in all the scenarios the DS
consists always of minimum 2 nodes as required. However, theaverage
value in case of the Train scenario is a bit higher than in the other two
scenarios (3.1 and 7.6) because the reduced transmission range and the
narrow but long geometry require more DOMINATOR nodes. In regard
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Scenario Min. Max. Avg. σ
School Yard w/ 15 nodes 2 3 2.4 0.5

Train w/ 15 nodes 2 4 3.1 0.5

Test w/ 15 nodes 2 3 2.4 0.8

School Yard w/ 35 nodes 2 4 3.2 1.1

Train w/ 35 nodes 6 13 7.6 1.9

Test w/ 35 nodes 5 8 7.0 0.6

Table 6.7:Minimum Number of DOMINATOR Nodes

Scenario Min. Max. Avg. σ
School Yard w/ 15 nodes 2 4 2.9 0.9

Train w/ 15 nodes 3 6 4.5 1.5

Test w/ 15 nodes 2 4 3.0 0.5

School Yard w/ 35 nodes 5 9 6.6 0.6

Train w/ 35 nodes 10 16 12.6 1.7

Test w/ 35 nodes 10 17 13.0 1.8

Table 6.8:Maximum Number of DOMINATOR Nodes

to the maximum number of DOMINATOR nodes (cf. Table 6.8) we can
observe very similar tendency. Moreover, the number of DOMINATOR
nodes is increasing with the increasing size of the geometrical area and
the increasing number of nodes, such as in the Test scenario,which is
not so surprising. The interesting thing is, however, that the Train and
Test scenario show very similar behavior from this respect.This indi-
cates to us, that the careful selection of the scenario and the mobility
pattern is very important and they should capture real worldsituations
as close as possible.

• Range of the Node Weights:In the simulations shown above, the node
weights were distributed randomly in the range of [1..99]. With this
choice, most of the nodes had different weight value assigned and the
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PBS algorithm could determine the node priority solely based on its
weight in the most cases. This reflects the situation when most of the
nodes are assumed to have different capabilities to act as zone server.
However, we have carried out some investigations also in that case
when the majority of the nodes had the same node weight assigned
being not able to differentiate between the node prioritiesonly based
on the weight value. Thus, the other criteria to determine the node pri-
ority, as described in Section 3.2, got more importance. We ran the
simulations of the School Yard scenario with 35 nodes again distribut-
ing the node weights randomly only in the range of [1..4]. This time,
we computed just the determination delay (cf. Table 6.9). Wecan see,
that in this case to determine the servers requires slightlymore time but
the difference is not really significant. It indicates, thatthe PBS algo-
rithm gives the same performance regardless how the node weights are
assigned. In the upcoming section, we investigate another weight as-
signment/computation solution, our NWC mechanism, which reflects
more realistically the node capabilities.

Node Weight Range Min. Max. Avg. σ
[1..99] 3 1,130 283 251

[1..4] 16 1,143 290 248

Table 6.9:Determination Delay with Different Node Weight Ranges [msec]

6.3 Service Profile Creation

As we discussed in Section 3.3.2, in our NWC mechanism different impor-
tance levels and thus different parameter weights are to be assigned to the
node parameters in case of various service types. These parameter weights
are collected in the service profile created by the service developer. To define
this profile and assign the parameter weights we have developed a mechanism
using factorial design and multi-objective optimization [16]. This experimen-
tal design is based on simulation and discussed in the following.
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6.3.1 Pseudo Game Service Specification

We have defined a pseudo service, a real-time multiplayer game, via which
we demonstrate here the procedure of the factorial design toassign the node
parameter weights, and thus create the service profile.

The main characteristics of this pseudo service are the following:

• Processing load generation:The service generates a certain process-
ing load on the nodes. This is associated with the game playing activity
but also with the zone server role if the given node acts as a zone server.
Unfortunately, in a simulation environment it is very hard to realisti-
cally simulate the changes of the processing load (CPU and memory
load) generated by the service without implementing the service itself.
Moreover, this load can be different on divers device types (e.g., on
laptop, PDA or mobile phone). Thus, for sake of simplicity weassume
that, whatever the device type is, being a zone server of our game has a
minimum requirement of 500 MHz processor and 50 Mbyte free mem-
ory, since the game playing activity requires 700 MHz processor and
30 Mbyte free memory, respectively. Moreover, the game server role
generates a 10 % CPU load and occupies 50 Mbyte memory continu-
ously, since playing the game (being a client) generates a 30% CPU
load and occupies 30 Mbyte memory continuously.

After this, the minimum requirements of the service are checked be-
fore selecting a zone server or deploying the game client on anode.
Moreover, the generated processing load of the service can be easily
computed now.

• Energy consumption: For sake of simplicity, in computing the con-
sumed energy by the service we consider only the traffic generated by
the game on the node. Thus, we define the energy consumption ofthe
service as the linear function of the game traffic, i.e., every sent/re-
ceived packet consumes 1 mW energy.

We have implemented this simple mechanism in the simulator.More-
over, we used this strategy also in computing the battery level of the
node taking into account only the traffic the node sent or received.

• Generated traffic: We define the game traffic, likewise in Section 6.2.1,
as a full duplex 10 kbit/s CBR data flow (20 packet/second with64
byte packet size) between the zone servers and their clients. For server
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to server synchronization, we assume that the traffic comingfrom the
clients of the given server is simply forwarded to the other servers.

The characteristics of our pseudo game service are summarized in Table
6.10.

Property Value

Min. CPU (server) 500 MHz

Min. CPU (client) 700 MHz

CPU load (server) 10 %

CPU load (client) 30 %

Min. free memory (server) 50 MByte

Min. free memory (client) 30 MByte

Memory load (server) 50 MByte

Memory load (client) 30 MByte

Energy consumption 1 mW per packet sent/received

Traffic (server⇔ client) Full duplex CBR - 10 kbit/s

Traffic (server⇔ server) Forwarded traffic coming from the clients

Table 6.10:Characteristics of the Pseudo Game Service

6.3.2 Factorial Design

Factorial design is an experimental design technique especially useful to mea-
sure the effects of a group of factors on the output of an experiment [35].
Applying this technique it is possible to determine that combination of the
factor values which gives the best performance of the system. The complete
analysis of the factors is calledFull Factorial Design, where every possible
combination of the factor values is created and analyzed. Usually, a full fac-
torial design is expensive, time consuming and not possibleto carry out due
to the huge number of combinations to be investigated. However, in most of
the cases some of the factor values can be eliminated intuitively which are not
important or obviously have no or just very small influence onthe system’s
output. In this case, we are talking aboutFractional Factorial Design.
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In NWC, we have five factors (the parameter weights) with three different
values of each (see Section 3.3.2). Our objective is to determine via simu-
lations that combination of the factor values, called service profile15, which
gives the best performance of the selected metrics (see Section 6.3.4).

Applying full factorial design for our case, 35 = 243 different simulation
runs would be required not counting the repetitions of the simulations with
various seed values to increase the confidence level. This isneither practical
nor feasible due to the high computation and time requirement of the sim-
ulations. Thus, we eliminated some of the factor values and carried out a
fractional factorial design.

Fractional Factorial Design

In the NWC mechanism, three possible values can be assigned to each factor.
The values are shown in Table 6.11 (0 - low; 0.5 - normal; 1 - high).

Weight of

CPU Memory Battery Link Quality Position

0 ; 0.5 ; 1 0 ; 0.5 ; 1 0 ; 0.5 ; 1 0 ; 0.5 ; 1 0 ; 0.5 ; 1

Table 6.11:Values of the Different Parameter Weight Factors

To reduce the number of combinations and thus the number of simulations
to run, we eliminated some of the values (see Table 6.12), taking into account
the properties of real-time multiplayer games, from the further investigations
based on the following intuitions:

• CPU weight:Real-time applications, hence real-time multiplayer games
are usually processing intensive services. To avoid selecting weak nodes
as zone servers, it is important to take into account the nodes’ process-
ing power in the node weight computation. Thus, we used two values,
such asnormal and high, for the CPU weight factor in our factorial
design.

• Memory weight: The same arguments hold for the memory weight

15Note that this combination can be different in case of different network scenarios. Thus,
using a static service profile cannot provide a general idealcombination for all cases. The use of
some dynamic service profile would solve this problem, what remains as future work.
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Comb. No. CPU Memory Battery Link Quality Position

1 1 1 0 1 1

2 1 1 0 1 0.5

3 1 1 0 0.5 1

4 1 1 0 0.5 0.5

5 1 0.5 0 1 1

6 1 0.5 0 1 0.5

7 1 0.5 0 0.5 1

8 1 0.5 0 0.5 0.5

9 0.5 1 0 1 1

10 0.5 1 0 1 0.5

11 0.5 1 0 0.5 1

12 0.5 1 0 0.5 0.5

13 0.5 0.5 0 1 1

14 0.5 0.5 0 1 0.5

15 0.5 0.5 0 0.5 1

16 0.5 0.5 0 0.5 0.5

Table 6.12:Considered Combinations of the Parameter Weight Factor Values

factor, as well. So, we investigated two levels of this factor, like normal
andhigh.

• Battery weight: The available battery level can be important for en-
ergy intensive or long-life services. However, ad hoc gamesdo not have
special energy requirements comparing to other applications and they
are usually short time games mainly to kill waiting or travelling time.
Thus, we neglected this factor from our investigations and assigned al-
ways thelow weight level.

• Link Quality weight: Real-time multiplayer games have strict QoS re-
quirements towards the underlying network, as we discussedin Section
6.1.1, and in this respect the quality of the nodes’ links areimportant
in the zone server selection. Hence, we used again two values, normal
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andhigh, for this factor in our factorial design.

• Position weight: The creation of a small DS has the advantage of
reducing the inter server synchronization delay and overhead traffic.
Clearly, this can be achieved by selecting nodes with good network po-
sition into the DS. Thus, the position parameter is important to take into
account and we used thenormal andhigh values of this factor in the
investigations.

As we can see in Table 6.12, we had managed to reduce the numberof
combinations of the different parameter weight factor values to 16 what we
finally considered in our factorial design. Thus, we reducedthe minimal num-
ber of simulations to run, not counting the repetitions, from 243 to 16.

6.3.3 Simulation Settings

To select the best combination of the factor values for the given service, we
did run simulations. In these simulations, we investigated16 combinations
(cf. Table 6.12) and picked that combination as the service profile which had
given the best performance of the measured metrics.

As earlier, we used the NS-2 network simulator and its wireless extensions
for the simulations. We applied the PBS algorithm to computeand maintain
the zone server set in the simulations, but this time the nodeweights were not
assigned randomly rather computed by our NWC mechanism implemented
as an extension to PBS (cf. Section 5.1.3). We used the same basic settings
as in the previous simulations, thus each mobile node shareda 2 Mbit/s ra-
dio channel with its neighboring nodes using the two-ray ground reflection
model, IEEE 802.11 MAC protocol and AODV routing protocol.

This time, we did run the simulations using only two different scenarios:

• School Yard Scenario:We used the same settings in this scenario,
as in case of the PBS evaluation. Thus, we set the area of the school
yard to 400x400 m2, the transmission range of every device to 250
meters and the node density to 15 nodes from which 10 nodes were
participating in the game session in average. The movementsof the
nodes were modelled by using the RWP mobility model with the same
settings as earlier. The speed of the nodes was uniformly distributed in
the range of 0-6 km/h.
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• Test Scenario:Again, we used the same settings as in case of the PBS
evaluation. We set the geometric area of this scenario to 800x800 m2,
the transmission range of the devices to 250 meters and the node den-
sity to 35 nodes from which 25 nodes were participating in thegame
session in average. All the nodes were set to move around withuni-
formly distributed speed in the range of 0-30 km/h using again the RWP
mobility model.

Variable Setting

Scenario School Yard (400x400 m2), Test
(800x800 m2)

Number of nodes School Yard - 15 with 10 player
nodes

Test - 35 with 25 player nodes

Node weight In the range of[0..1], computed by
NWC

Duration of the simulation time 900 sec

Number of repetitions 10

Game joining and leaving pointsRandomly distributed during the
simulation time

Used mobility model Random WayPoint

Game traffic Server⇔ client: full duplex CBR -
10 kbit/s

Server⇔ server: forwarded traffic
coming from the clients

Background traffic CBR - 5 kbit/s

School Yard - 5, Test - 15 parallel
connections

Node settings: CPU type 500 - 1000 MHz

Memory 256 or 512 MByte

Battery capacity 1500 - 5000 mW

Table 6.13:Settings of the Simulations to Create the Service Profile
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Table 6.13 summarizes the main simulation settings. We had repeated ev-
ery simulation 10 times using different seed values then averaged the results
and computed the 95 % confidence interval of the average. Thisgives 10 sim-
ulations per scenario and combination, and 320 simulationsin total. We set
the duration of the game session, and thus the simulation time, to 900 sec-
onds. The players’ game joining and leaving points in time were randomly
distributed during the simulation. To simulate the game traffic, we used the
characteristics of the pseudo game service we specified above (cf. Section
6.3.1). Thus, we generated a full duplex 10 kbit/s CBR data flow between the
servers and their clients and as synchronization traffic between the servers
every server forwarded the traffic to the other servers coming from its clients.
In the School Yard scenario, the background traffic was generated by 5 par-
allel connections being active at the same time during the whole simulation
between any two random nodes (consuming the same amount of energy as
in case of the game service but not generating CPU and memory load on the
given node). Per connection, the sender produced a 5 kbit/s data flow for 30
seconds, then a new connection was established. In the Test scenario, we in-
creased the number of parallel connections being active at the same time to
15.

For computing the parameter values in NWC, besides the service specifi-
cation we have to specify also the node properties. Thus, in the simulations
we used nodes with 500 - 1000 MHz CPU regardless the exact processor type,
256 or 512 MByte memory and 1500 - 5000 mW battery capacity. The values
were randomly assigned to the nodes at the beginning of the simulations.

6.3.4 Simulation Results

The simulation results are depicted in Figure 6.5 using the School Yard sce-
nario and in Figure 6.6 using the Test scenario, respectively. The figures show
the average values of the applied metrics and their 95 % confidence interval
in case of the investigated factor value combinations. To measure the perfor-
mance of the different combinations, we used the following metrics:

• Number of DS Nodes:This metric indicates the number of DOMINA-
TOR nodes in the computed DS. The size of the DS is highly influenced
by the node weight assignment, i.e., how the weight numbers are dis-
tributed in the network. If only the node degree is considered in the DS
creation, which is usually the case in other DS computation algorithms,
the computed DS tends to be a good MDS approximation. However, in
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Figure 6.5: Simulation Results Using the School Yard Scenario

our case the node weight depends not only on this but also on several
other parameters. Thus, the size of the computed DS can be much big-
ger than the size of MDS even if the position parameter of the node has
a normalor high parameter weight value assigned in the node weight
computation.

Using the School Yard scenario, we always observed a quite small DS,
see Figure 6.5, which can be explained basically by the scenario prop-
erties. The simulated geometric area in this scenario is 400x400 m2 and
the network contains 15 nodes, which results in the completecoverage
of all the nodes by a DS consisted of usually 3 to 5 nodes. The best per-
formance regarding this metric was produced by combination5. Note
that in this combinationhighparameter weight value is assigned to the
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Figure 6.6: Simulation Results Using the Test Scenario

position parameter of the node.

In the Test scenario, we observed slightly different results (see Figure
6.6). The main difference is the increased number of the DOMINATOR
nodes. The geometric area of this scenario is larger than in the previous
case (800x800 m2), the network consists of more nodes (35) and the
nodes are moving with higher speed (in the range of 0-30 km/h). Due
to these reasons the computed DS contains usually 6 to 10 nodes. In
this scenario, combination 11 showed the best performance from the
viewpoint of the DS size. And again,high parameter weight value is
assigned to the position parameter of the node in combination 11.

• Number of DS Changes:This metric measures the stability of the DS.
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It shows how often the initial DS needs to be changed during the sim-
ulation from a global viewpoint. As earlier, in our implementation a
DOMINATOR node remains a DOMINATOR even if its clients are
covered by other DOMINATOR nodes, and switches back to DOMI-
NATEE status only if there are no DOMINATEE nodes left in its neigh-
borhood.

We can observe that the number of DS changes shows the biggestdif-
ference when the two investigated scenarios are compared. The School
Yard scenario showed a very stable DS performance (cf. Figure 6.5) due
to the relatively low level of network dynamics in this scenario. In most
of the cases, only a few or no changes occurred during the whole simu-
lation. Combination 13 produced the best performance with an average
of 1.43 DS changes, in which combinationnormal parameter weight
value was assigned to the CPU and memory parameters whereashigh
parameter weight value was assigned to the link quality and position
parameters, respectively.

Using the Test scenario, the same combination, i.e., combination 13,
showed the best performance (cf. Figure 6.6). However, in this scenario
the observed stability level of the computed DS was obviously smaller
in case of all investigated combinations than in the School Yard sce-
nario resulting in a much higher number (usually 4 to 7) of DS changes.

• Number of Anomalies: This metric indicates how often DOMINA-
TOR nodes are not able to support properly the running of the deployed
service. It counts how many times the available CPU, memory or bat-
tery capacity of DOMINATOR nodes drops below a preset threshold
value (10 % in case of CPU and memory, 5 % in case of battery, see
Section 3.3.2) in global. If such a thing happens, an anomalyis gener-
ated triggering a new DS selection round.

We observed very low number of anomalies with small variations in
both scenarios. All of these anomalies were created by the dropping
battery power. This reflected our expectations because withlimited re-
source properties only a small number of nodes had been used in the
simulations as we had assigned the property values randomlyto the
nodes (cf. Section 6.5.1). Moreover, the used services in the simula-
tions (the game service and the generated background traffic) were not
processing intensive services. Only the available batterypower could
drop below the preset threshold during the simulation time when a node
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with small initially assigned battery capacity had to forward relatively
high amount of traffic (cf. Section 6.3.1 and Section 6.5.1).

The number of anomalies was usually in the range of 0 to 1 usingthe
School Yard scenario (see Figure 6.5) and in the range of 0 to 2using
the Test scenario (see Figure 6.6), respectively. Again, combination 13
showed the best performance in case of the both scenarios.

Note that in the simulations, we monitored the properties ofthe game traf-
fic, as well. We wanted to see whether they were in compliance with the QoS
requirements of real-time multiplayer games (cf. Section 6.1.1). We observed,
that to keep the end-to-end communication delay and delay jitter below the
required limits (i.e., to keep the delay below 150 msec and the jitter as low
as possible) was easily achievable in our scenarios using the standard IEEE
802.11 MAC protocol and AODV routing protocol. However, we could not
always keep the packet loss rate below the maximum allowable3 – 5 %. To
comply also with the packet loss rate requirement, we shouldintroduce and
implement Quality of Service mechanisms instead of merely using best effort
type communication with contention based medium access. Wehave investi-
gated and elaborated also this issue (see [59–61] for more details) but we do
not discuss it further in this thesis.

Determine the Service Profile

We used several metrics in the performance investigation ofthe different
factor value combinations and obviously not always the samecombination
showed the best performance. Thus, the selection of the combination appro-
priate for the given service is a trade-off based on how important the various
metrics are for the service developer. To be able to compare the different com-
binations, we used themulti-objective optimizationtechnique [35].

This technique takes each objective function (metric) and multiplies it by
a weighting coefficient wi . The modified functions are then added together to
obtain a single cost function as given in Equation 6.1:

f (x) =
k

∑
i=1

wi fi(x), (6.1)

where 0≤ wi ≤ 1 and∑k
i=1wi = 1. The objective functions, i.e.fi()-s, must

be optimized before computing the cost value. Moreover, theweighting coef-
ficients must be determined beforehand, thus the service designer is expected
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to set these values according to how important the various metrics are for
him/her.

In our example, the objective functions represent the computed average
values of the metrics and we set the weighting coefficients according to Table
6.14.

Metric Weight

Number of DS Nodes (NUMnodes) 2/10

Number of DS Changes (NUMchanges) 5/10

Number of Anomalies (NUManoms) 3/10

Table 6.14:Weighting Coefficients of the Used Metrics

After this, the cost value of the different combinations canbe computed
in the following way:

f (cn) =
2 ·NUMnodes(cn)+5 ·NUMchanges(cn)+3 ·NUManoms(cn)

10
, (6.2)

wherecn represents the combination number. Note that before the cost value
is computed all the metric values are normalized. This way the cost value of
the different combinations can be easily compared, and the combination with
the lowest cost value can be selected as the service profile.

Figure 6.7 and 6.8 depict the cost values of the different combinations
together with their 95 % confidence interval using the SchoolYard and the
Test scenario, respectively.

We can see, that in both scenarios combination 13 has the lowest cost
value. Thus, we can select the parameter weight values represented by com-
bination 13 (cf. Table 6.15) as the service profile of real-time multiplayer
games.

Weight of

CPU Memory Battery Link Quality Position

0.5 0.5 0 1 1

Table 6.15:Service Profile of Real-Time Multiplayer Games
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Figure 6.7: Cost Values Using the School Yard Scenario

Note that the selected metrics to evaluate our factorial design were up to
our choice and any other metrics could have been used also. This is true for
the weighting coefficient assignments, too. Moreover, recall that the best per-
forming combination of the factor values can be different incase of different
network scenarios. For example, it could have happened thatwe got a differ-
ent best performing combination using the School Yard scenario than using
the Test scenario. Thus, using a static service profile cannot provide a general
ideal combination for all the cases. The use of some dynamic service profile
would solve this problem, whose investigation remains as future work.
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Figure 6.8: Cost Values Using the Test Scenario

6.4 Evaluation of the XCoPred Prediction
Mechanism

In this section, we evaluate XCoPred via simulations. The evaluation starts
with determining the optimal choice of the design parameters described in
Section 4.2. First, we show how the number of training samples for the Kalman
filter’s autoregressive model was set. Then the query order and the match
threshold parameters are investigated, both have influenceon the number of
predictors and on the accuracy of the predicted SNR values. After having set
the parameters, we evaluate the accuracy of the prediction using the Random
WayPoint and the Freeway mobility models. And finally, to illustrate the ap-
plication of our prediction method we show how XCoPred can improve the
performance of the PBS algorithm.



6.4 Evaluation of the XCoPred Prediction Mechanism 115

6.4.1 Simulation Settings

This time again, we have implemented XCoPred in the NS-2 network simu-
lator (cf. Section 5.1.4). For the simulations, we used NS-2and its wireless
extensions with the same basic settings as in the previous investigations, thus
each mobile node shared a 2 Mbit/s radio channel with its neighboring nodes
using the two-ray ground reflection model, IEEE 802.11 MAC protocol and
AODV routing protocol.

Concerning our prediction mechanism, there are two critical factors for
getting realistic and meaningful simulation results. First, a realistic model
of the SNR is required. Second, the simulations have to be runwith mobility
models representing a wide range of different possible physical environments.

SNR in NS-2

As the propagation model, we have used the shadowing model which comes
with NS-2 (cf. [62]). The shadowing model calculates the received signal
powerPr(d) at distanced according to

Pr(d)

Pr(d0)
= −10βlog(

d
d0

)+XdB[dB], (6.3)

whered0 is a reference distance,β is the path loss exponent andXdB is a
random variable with Gaussian distribution, zero mean and standard deviation
σdB. Both β and σdB are depending on the physical environment. Typical
values for them can be found in [62]. We have chosenβ = 4 andσdB = 7 as
values representing office environments.

In order to account for environmental noise and receiver noise, another
random variable with Gaussian distribution was added to theSNR values.
The mean was set to−90 dBm with a standard deviation of 4 dBm. As for
interference, we used the collision detection model of NS-2. When a packet
arrives, the receiving function simply checks, whether some other packet is
currently being received. If this is the case, the signal power of this packet is
accounted as interference.

More details can be found about NS-2’s SNR implementation inAp-
pendix A.2.
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Mobility Models

As stated in Assumption 3 in Section 4.1.1, we have no a prioriinformation
about the physical environment in which the network is located. Thus, in or-
der to get simulation results which are meaningful for a broad range of phys-
ical environments, we have used two different mobility models with vastly
different node behaviors.

We have chosen the Random WayPoint model as a representativeof node
mobility showing high level of randomness. The simulation setup of our RWP
scenario is summarized in Table 6.16.

Variable Setting

Mobility model RWP

Max. speed 5 m/s

Pause time 5 sec

Simulated area 1000x1000 m2

Number of nodes 10

Table 6.16:Simulation Setup Using the RWP Mobility Model

As a representative of a mobility model which shows a clear structure
concerning the behavior of the nodes, we have chosen the Freeway mobility
model (see Appendix A.1.2 and [63]). Using this model it is possible to sim-
ulate the traffic on a highway with high level of realism. The parameters we
used in case of this model are shown in Table 6.17.

Variable Setting

Mobility model Freeway

Lanes 4 (2+2)

Speed Fast lane: 110 km/h . . . 130 km/h

Slow lane: 80 km/h . . . 110 km/h

Simulated freeway length 5000 m

Number of nodes 25

Table 6.17:Simulation Setup Using the Freeway Mobility Model
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6.4.2 Setting the Kalman Filter Parameters

As discussed in Section 4.2.1 previously, the Kalman filter parametersα and
c can be computed according to Equation 4.10 and 4.11. In orderto set them
at each filtering step, that is at each time a new measurement is made, the
past measurements of the link have to be used as training data. But we have
not discussed yet the training data orderO, i.e., how many values in the past
should be used as training data. Using only a small number of training mea-
surements for creating the model should give better resultsthan choosing a
large training data order, since this creates a more accurate model of the actual
link state. As the Kalman filter operates only with 1-step-ahead predictions,
this is a different case than predicting the link quality changes which requires
long term predictions. Thus, for the Kalman filter a model taking into account
only the recent past of the link should be created.

Simulation Results

To determine the optimal choice of the training data order, we ran simulations
using the RWP scenario described above. We had repeated every simulation
10 times using different seed values then averaged the results and computed
the 95 % confidence interval of the average. Each simulation ran for 300
seconds. At every second a link model was created for each of the links in
the network giving enough data for evaluation. We ran the simulations with
different model orders in the range from 3 to 13 and compared the quality
of the models16. This means 110 simulation rounds with the repetitions in
total. As the measure of the quality of autoregressive models, the coefficient
of determinationR2 is widely used (cf. [39]) and we also applied this. It is
defined as

R2 = 1− ∑i êi
2

∑i x
2
i

= 1− ∑i (x̂i −xi)
2

∑i x
2
i

, (6.4)

where the estimated (by the model) value at timei is denoted by ˆxi and the
measured value byxi . The values ofR2 fall in the interval of[0..1], where 0
means a bad fit and 1 means a perfect fit of the model.

16Note that model order 1 and 2 were omitted because with one single value no model can be
created and having only two training values leads in any caseto a R2 value of 1, as the model
would simply be a straight line through the two points without any error.
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Figure 6.9: Model Order Investigation of the Kalman Filter

The resulting averageR2 values, depending on the training data order,
together with the 95 % confidence interval of the values are plotted in Fig-
ure 6.9. The plot approves our intuitively assumed decreaseof the coefficient
of determination. The best fit of the model to the training data withR2 = 0.91
is achieved at training data order 3, then it goes steadily down to a value of
R2 = 0.59 at model order 13.

These results suggest to chose a model order of 3. However, wehave
observed that this small amount of training data occasionally leads to unsta-
ble predictions. If the 3 training values are in an unfavorable constellation
because of the noise, the model fit might be good, but the 1-step-ahead pre-
diction is an unrealistic value. Thus, in order to get more stable predictions, a
training data order higher than 3 had to be chosen. The choiceof 7 is a rea-
sonable value, as the coefficient of determination withR2 = 0.65 is still high
enough and the probability of unstable predictions is already much smaller.
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6.4.3 Setting the Prediction Parameters

For the prediction part, the parameters to be discussed are the query order
and the match threshold. They both have a direct influence on the prediction
accuracy and should be set in a way that gives as accurate predictions as
possible.

Query Order

The query ordero (see Definition 4.2.3) is related to how long a pattern in
the movement of the nodes is assumed to be. However, as there are no clearly
defined patterns with a unique length in the training data, the optimal query
order cannot be set analytically, rather it has to be chosen by other means,
e.g. simulation, instead. Furthermore, different physical environments of the
network may lead to different lengths of the observed patterns, thus the query
order should be set as some trade-off between environments showing short
patterns and those showing longer patterns.

The two main effects of the query order on the prediction accuracy are:

• A short query leads to a large number of predictors. This is a benefit,
as the decision of which predictor should be used as prediction can be
based on many predictors. However, if the query order is too small, the
predictors are bad representations of the current node behavior. This
may lead to a degraded accuracy of the prediction.

• A large query order leads to a small number of higher quality predictors
with the risk that the number of predictors gets too small or even none is
found at all. This should be avoided, as in this case the fallback solution
(see Section 4.2.2) has to be applied.

Match Threshold

The match thresholdγmin (see Definition 4.2.4) is the value above which the
correlation of the query and the training data at a certain lag m is considered
to be a match. The match threshold, just as the query order, influences the
number of matches found and therefore the number of predictors and the
accuracy of the prediction. Its influence is quite similar tothe influence of
the query order:
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• A small match threshold leads to a big number of predictors, as the
match need not be perfect. However, a too small threshold canbe harm-
ful, since patterns are considered as matches which are not really simi-
lar to the query.

• On the other hand, choosing a high match threshold leads to a small
number of predictors, as only few situations are consideredsimilar
enough to the query. Again, this is risky as the number of predictors
may be too small or no predictor may be found at all.

Simulation Results

Our final goal is to optimize the accuracy of the prediction influenced by both
of the query order and the match threshold. Thus, we have run simulations
with several possible combinations of these parameters to find the optimal
one.

For these simulations we used both of the RWP and the Freeway scenario
described above. With each of the scenarios we had repeated the simulations
10 times using different seed values then averaged the results and computed
the 95 % confidence interval of the average. In case of the RWP scenario,
the simulations ran for 630 seconds, split in 600 seconds forcollecting train-
ing data and 30 seconds for checking the accuracy of even the longest (30-
seconds-ahead) predictions made at time point 600. In case of the Freeway
scenario, the simulations ran only for 330 seconds, as the training phase did
not have to be as long as in the RWP case because the observed SNR patterns
were more limited. Thus, we used 300 second training phase and 30 seconds
for checking the accuracy.

To get some insight of how these two parameters, the query order and the
match threshold, affect the prediction accuracy we investigated the following
combinations. The match threshold has been varied in the interval of [0.5..0.9]
with steps of 0.05, which gives 9 different values. The queryorder has been
chosen in the interval of [20..100] in steps of 20, thus 5 different values were
simulated. All possible combinations of these values give atotal number of
9× 5 = 45 configurations. Thus, together with the repetitions we ran 450
simulations per scenario and 900 simulations in total.

Figure 6.10 and 6.11 show the average number of predictors per predic-
tion depending on the query order and the match threshold (this time we did
not depict the confidence intervals for sake of visibility).The figures confirm,
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Figure 6.10:Average Number of Predictors Using the RWP Model
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Figure 6.11:Average Number of Predictors Using the Freeway Model
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that small query order and small match threshold lead to highnumber of pre-
dictors. The absolute numbers are not relevant, as they depend highly on the
length of the training data, the number of links the nodes have and other set-
tings. However, what we can extract from the plots are some upper bounds
of the parameters. In case of a match threshold in the range of[0.8..0.9], the
number of predictors is, especially in the RWP scenario, approaching zero.
The same can be observed for query order values in the range of[80..100],
where the number of predictors gets very small.
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Figure 6.12:Mean Prediction Error Using the RWP Model

We have also investigated the average absolute prediction error shown
in Figure 6.12 using the RWP model and in Figure 6.13 using theFreeway
model. In these figures17, the prediction error in dB, depending on the query

17Note that in these figures the scaling order was reversed on the Query Order and Match
Threshold axes compared to Figure 6.10 and 6.11 for sake of better representability.
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Figure 6.13:Mean Prediction Error Using the Freeway Model

order and the match threshold, is plotted for different prediction orders, like
1, 5, 10, 20 and 30-steps-ahead predictions, respectively.First considering
the RWP model, the 1-step-ahead prediction error does not really depend on
the two parameters and is constant with a value about 2 dB. Forlonger term
predictions above 10 steps, the error starts to significantly increase for higher
match thresholds. The reason is that for high thresholds no predictors can
be found and the fallback model (see Section 4.2.2) is used. These results
suggest to choose a small match threshold of about 0.5.

Considering the prediction error using the Freeway model shows a dif-
ferent situation. In this case, the error values are smallerdue to the clearer
structure of the patterns. For short term predictions, we can observe an aver-
age error of about 1 dB which is again independent of the queryorder and
the match threshold. However, for longer term predictions we can see an im-
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portant difference to the RWP case. Where, using the RWP model, the error
depends mainly on the match threshold and not so much on the query order,
using the Freeway model the opposite is the case. The error ismore or less
independent of the match threshold but increases significantly with a smaller
query order. If a situation in the past is really similar to the current situation,
the patterns will match even with a high match threshold. Theother effect,
the error increase with too short query orders, is a sign thata query order of
below 60 is too small for the Freeway case.

As a trade-off of the observed effects using the RWP and the Freeway
model, we have chosen a query order of 70 and a match thresholdof 0.5 for
the further evaluations of XCoPred. These values led in bothscenarios to good
results. Note that if we have some knowledge about the physical environment
of the network and the mobility patterns of the nodes, these parameters may
be tuned accordingly in order to get the best possible results.

6.4.4 Complete Setting of the Design Parameters

Table 6.18 shows the complete setting of the XCoPred prediction mecha-
nism’s design parameters.

Design Parameter Value

Kalman filter parameters:

α computed according to Eq. 4.10

c computed according to Eq. 4.11

process noise covarianceS 49

training data orderO 7

Prediction parameters:

measurement intervalT 1 sec

no. of stored measurementsN 2048

query ordero 70

match thresholdγmin 0.5

prediction orderl depends on the application

Table 6.18:Complete Setting of XCoPred’s Design Parameters



6.4 Evaluation of the XCoPred Prediction Mechanism 125

6.4.5 Prediction Accuracy

In order to evaluate the prediction accuracy in more detail,we used again the
RWP and the Freeway mobility models. The simulation time wasset to 630
seconds in the RWP case and to 330 seconds in the Freeway case.We had
repeated every simulation 10 times with different seed values then averaged
the results and computed the 95 % confidence interval of the average again.
This gives 300 simulations per scenario and 600 simulationsin total.

Figure 6.14 and 6.15 depict in more detail the dependence of the aver-
age absolute prediction error on the prediction order usingthe RWP and the
Freeway mobility models with query order 70 and match threshold 0.5 (the
confidence intervals are not shown in the figures for sake of visibility). In
the RWP case, for a 1-step-ahead prediction the error is about 2 dB, it then
steadily increases with the prediction order up to a value ofaround 5 dB for a
30-steps-ahead prediction. In case of the Freeway model, the results are a bit
more surprising at first sight. The error first increases up toa maximum value
of around 3 dB for a 12-steps-ahead prediction. Then it starts to decrease
again, until it reaches a value of about 2 dB for a 30-steps-ahead prediction.
This decrease stems from the rather short lifetime of the links, especially be-
tween nodes driving in opposite directions. As more and morelinks break,
the predictions in average get more accurate. The reason is that the absence
of a link can usually be predicted without any error whereas predicting the
exact SNR value of an existing link will always contain some error.

Figure 6.14: Mean Prediction Error for Different Prediction Length Using
the RWP Mobility Model, Query Order 70 and Match Threshold 0.5
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Figure 6.15: Mean Prediction Error for Different Prediction Length Using
the Freeway Mobility Model, Query Order 70 and Match Threshold 0.5

6.4.6 Applying XCoPred in the Priority Based Selection
Algorithm

To illustrate the application of XCoPred we had integrated it into the PBS al-
gorithm (cf. Section 4.3) and ran another round of simulations to see whether
it could improve the stability of the computed DS.

Simulation Results

Again, we used both the RWP and the Freeway mobility models with simu-
lation settings given in Table 6.16 and 6.17 and repeated thesimulations 10
times with different seeds to increase the confidence level then averaged the
results. This means 70 simulation rounds per scenario and 140 simulations in
total. In case of the RWP scenario, the simulations ran for 600 seconds, using
300 seconds for gathering training data. At time 300, the DS was computed
and then maintained for the next 300 seconds. With the Freeway scenario, the
simulations ran for 300 seconds, split in 200 second training phase and 100
seconds for maintaining the DS. The parameters of the prediction algorithm
were set according to our investigation results in Section 6.4.3. Thus, we set
the query order to 70 and the match threshold to 0.5.

The results of these simulations are summarized in Table 6.19 and 6.20
for the RWP case and for the Freeway model, respectively. Thetables show
the average number of server nodes and the average number of DS changes
depending on the link stability criterion (see Section 4.3). For instance, a
link stability of l = 30 implies that a link is assumed to be stable if it is still
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available during the upcoming 30 seconds. The first row of thetables shows
the results without using prediction (l = 0). In the following rows, the stability
criterion got more and more strict (l = 10..60). Additionally to the number of
servers and DS changes, the standard deviation and the percentage values are
also given with values without prediction set to 100 %.

l No. of Servers σ % No. of DS Changes σ %

0 3.45 0.25 100 20.4 6.50 100

10 4.62 0.52 134 20.0 6.29 98

20 4.64 0.46 134 19.0 4.06 93

30 4.63 1.13 134 16.6 4.59 81

40 4.68 0.45 135 16.6 3.62 81

50 4.54 0.68 132 18.2 3.54 89

60 4.49 0.89 130 17.4 5.81 85

Table 6.19:Average No. of Servers and DS Changes With the RWP Model

l No. of Servers σ % No. of DS Changes σ %

0 11.80 0.43 100 71.2 9.60 100

10 12.51 0.56 106 63.4 5.68 87

20 12.78 0.35 108 58.4 12.17 80

30 12.58 0.33 107 54.2 7.98 75

40 13.04 0.68 111 53.4 10.05 74

50 12.82 0.65 109 55.0 8.90 76

60 12.94 0.50 110 56.6 8.04 78

Table 6.20:Average No. of Servers and DS Changes With the Freeway Model

The results using the RWP model show that the number of servers in-
creases applying the link stability criterion by more than 35 % from the value
of 3.45 up to around 4.7. This larger number is the cost which has to be paid
for the increased DS stability. Considering the DS changes,the average num-
ber could be reduced applying the stability criterion from 20.4 to 16.6. This is
a 19 % reduction in the optimal case of requiring 40 seconds (or 30 seconds
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which gives the same reduction) of link stability.
In the Freeway scenario, the results in Table 6.20 look similar but better. In

general, the number of servers and the number of DS changes are higher than
in case of using the RWP model, because the mobility of the nodes is higher.
A nice difference to the RWP scenario is, that the cost of a more stable DS
is much smaller and the increase of stability is higher. In the optimal case of
l = 40, the number of DS changes could be reduced by 25 % from 71.2 to
53.4, while the number of servers is only increased by 11 % from the average
of 11.8 to 13.04.

In our case dealing with real-time services, decreasing thenumber of DS
changes is usually worth the price of having a few more servers because
changes in the Dominating Set are expensive. A change in the DS gener-
ally involves service disruption for at least the nodes thatlose the connection
to their servers. Additionally, new server selection rounds present large com-
munication overhead, which should be avoided whenever possible. However,
in case of services which require huge synchronization overhead by default
between the servers it might be desirable to have fewer servers and more DS
changes instead. In such a case, the link stability criterion should not be used.

6.5 Simulation Based Comparison of Service
Management Architectures

We have run another round of simulations to see, whether the zone-based
service management model with PBS to select the zone serversreally offers
a reasonable compromise while solving the main problems of the other two
common models, such as the reduced fault tolerance of the centralized clien-
t/server, and the limited scalability of the fully distributed peer-to-peer model.
Thus, in the final part of our evaluation we have compared the performance
of these three different service management models.

6.5.1 Simulation Settings

We used again the NS-2 network simulator and its wireless extensions for the
simulations with the same basic settings as earlier. Thus, each mobile node
shared a 2 Mbit/s radio channel with its neighboring nodes using the two-
ray ground reflection model, IEEE 802.11 MAC protocol and AODV routing
protocol.



6.5 Simulation Based Comparison of Service Management Architectures129

This time, we did run the simulations using only one scenario, the School
Yard scenario, but with four different node densities. We set the area of the
school yard to 800x800 m2, the transmission range of every device to 250
meters and the node density to 15, 30, 45, 60 nodes from which always 2/3
of the nodes (i.e., 10, 20, 30, 40, respectively) were participating in the game
session in average. The movements of the nodes were modelledby using the
RWP mobility model with the same settings as earlier. The speed of the nodes
was uniformly distributed in the range of 0-6 km/h.

We had repeated every simulation 10 times using different seed values
then averaged the results and computed the 95 % confidence interval of the
average. This gives 10 simulations per node density and service management
architecture, and 120 simulations in total. We set the duration of the game ses-
sion, and thus the simulation time, to 900 seconds. The player nodes’ game
joining and leaving points in time were randomly distributed during the sim-
ulated time. In case of the client/server model, the server node was randomly
selected in every simulation. Moreover, in the zone-based model we used PBS
extended with NWC and XCoPred to select the server nodes.

As service management traffic, we used periodically sent ‘alive’ messages
between the server and its clients in case of the client/server model, between
all the peer nodes in case of the peer-to-peer model, and between the nodes
and their neighbors and even between all the servers in case of the zone-based
model generating roughly 400 bit/s full duplex CBR traffic per connection.
Moreover, in the zone-based model the PBS messages were alsocounted as
management traffic. To simulate the game traffic, we used the characteristics
of the pseudo game service we specified above (cf. Section 6.3.1). Thus, we
generated a full duplex 10 kbit/s CBR data flow in case of the client/server
model between the server and its clients, in case of the zone-based model
between the servers and their clients, and in case of the peer-to-peer model
between the peer nodes. As synchronization traffic between the servers of the
zone-based model, every server sent 1/3 of the game traffic received from its
clients to all the other servers. The background traffic was generated in case of
the 15, 30, 45 and 60 network nodes by 5, 15, 25 and 35 parallel connections
being active at the same time during the whole simulation between any two
random nodes, respectively. Per connection, the sender produced a 5 kbit/s
data flow for 30 seconds, then a new connection was established. Note that
all the service management, game and background traffic was sent as unicast
traffic in the simulations.
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Table 6.21 summarizes the main simulation settings discussed above.

Variable Setting

Scenario School Yard (800x800 m2)

Number of nodes 15 (10 players), 30 (20 players), 45
(30 players), 60 (40 players)

Service management Client/server, Zone-based, Peer-to-
peer

Duration of the simulation time 900 sec

Number of repetitions 10

Game joining and leaving pointsRandomly distributed during the
simulation time

Used mobility model Random WayPoint

Management traffic

Client/server, peer-to-peer Periodic ‘alive’ messages

Zone-based Periodic ‘alive’ + PBS messages

Game traffic

Client/server Server⇔ client: full duplex CBR -
10 kbit/s

Zone-based Server⇔ client: full duplex CBR -
10 kbit/s

Server⇔ server: 1/3 of the game
traffic received from the clients

Peer-to-peer Peer node⇔ peer node: full duplex
CBR - 10 kbit/s

Background traffic CBR - 5 kbit/s

5 (15 nodes), 15 (30 nodes), 25 (45
nodes), 35 (60 nodes) parallel con-
nections

Table 6.21:Simulation Settings to Compare the Three Service Management
Models
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6.5.2 Simulation Results

We investigated the performance of the different service management models
from the viewpoint of the service and the network. To comparethe different
models, we used the following metrics:

• Number of Service Interruptions: This measure indicates how many
times the game service was interrupted during the simulation from a
global viewpoint. We counted an interruption event if the majority of
the nodes participating in the service had to wait for a service update
more than 0.5 seconds (approximately 3 times the maximum acceptable
round trip delay in real-time games). Table 6.22 shows the averaged re-
sults and their standard deviation we got applying the different service
management models in the scenarios with various node densities.

Scenario / Man. Model Client/Server Zone-Based Peer-to-Peer

15 Nodes 5, σ = 0.51 0, σ = 0 0, σ = 0

30 Nodes 4, σ = 0.44 0, σ = 0 0, σ = 0

45 Nodes 3, σ = 0.40 0, σ = 0 0, σ = 0

60 Nodes 3, σ = 0.38 0, σ = 0 0, σ = 0

Table 6.22:Average Number of Service Interruptions

As the table indicates, we observed service interruptions only using the
traditional client/server management model, as expected.However, this
does not mean that applying the other two models none of the service
nodes suffers from service interruption for shorter or longer time. But
the number of these nodes is substantially lower and they never covered
the majority of the service nodes in our simulations. In the client/server
model, the server constitutes a single point of failure and if something
happens with the server (e.g., moves away or their links break) most of
the client nodes realize this and may suffer from service interruption.
Moreover, this model does not offer any solution for the problem of
taking over the server role if the server disappears, thus inthis case the
service will be permanently disrupted. An interesting observation is
that the number of interruptions is decreasing when the nodedensity is
increasing in the network. Its explanation is that when somelinks break
or the server node moves into a peripheral region of the network the
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possibility of finding alternative routes to the client nodes is increasing
with the growing node density. And since in our simulations service
interruptions happened exclusively due to communication failures (we
assumed low and easily treatable computation load on the server even
in the most dense scenario) increasing node density can result in less
service interruptions.

• Management Traffic Overhead: It indicates the bandwidth required
to administer the service in the given service management architecture
from the viewpoint of the different service nodes. Thus, we measured
the management traffic overhead at the server and at the clients in the
client/server, at the zone servers and at their clients in the zone-based,
and at the peer nodes in the peer-to-peer model, respectively. Recall that
in the client/server and the peer-to-peer model, only some ‘alive’ mes-
sages were generated as management traffic. This is presumably dif-
ferent and involves more management traffic in real implementations,
especially using the peer-to-peer model when the nodes are performing
service discovery and maintaining the peer-to-peer management struc-
ture.

Figure 6.16 shows the averaged results of the management traffic over-
head measurements together with their 95 % confidence interval. We
can see, that in case of the client/server model the management traf-
fic requires a small, constant bandwidth around 400 bit/s at the client
nodes (for sending the ‘alive’ messages to and receiving them from the
server) whatever the node density is in the network, whereasthe occu-
pied bandwidth is increasing linearly with the number of client nodes at
the server, as expected. In the peer-to-peer model, every peer node be-
haves also as a server. Hence, the required bandwidth for management
traffic in this model at each of the peers is approximately thesame as at
the server node in the client/server model, and it is increasing linearly
with the number of peer nodes. In the zone-based model, the required
bandwidth for management traffic at the client nodes is a bit higher
than in case of the client/server model and it is increasing roughly lin-
early with the increasing node density due to the growing number of
neighbors and the bigger PBS messages. This also holds at theserver
nodes, but there the extra ‘alive’ messages are counted too as manage-
ment traffic to keep track of the other zone servers. As we can see from
the figure, the management traffic is more evenly distributedamong
the service nodes in the zone-based model than using the client/server
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model, and its amount per node is much lower than the management
traffic per peer node using the peer-to-peer model. This is a nice prop-
erty of the zone-based model from load balancing point of view, even
if the management traffic is only a small portion of the overall network
traffic.

Figure 6.16:Management Traffic Overhead Comparison

• Game Traffic: This metric indicates the bandwidth occupied by the
application traffic from the viewpoint of the different service nodes.
We measured the game traffic at the server and at the clients inthe
client/server, at the zone servers and at their clients in the zone-based,
and at the peer nodes in the peer-to-peer model, respectively. Recall that
as game traffic a full duplex 10 kbit/s CBR data flow was generated in
case of the client/server model between the server and its clients, in
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case of the zone-based model between the servers and their clients, and
in case of the peer-to-peer model between the peer nodes. Moreover, to
synchronize the servers of the zone-based model, every server sent 1/3
of the game traffic received from its clients to all the other servers.

Figure 6.17:Game Traffic Comparison

Figure 6.17 shows the averaged results of the measured game traffic to-
gether with their 95 % confidence interval. In case of the client/server
model, the game traffic occupies a constant bandwidth of 10 kbit/s at
the client nodes in all scenarios, whereas the used bandwidth is increas-
ing linearly with the number of client nodes at the server. The occupied
bandwidth in the peer-to-peer model at each of the peers is approxi-
mately the same as at the server node in the client/server model, and it
is increasing linearly with the number of peer nodes. In the zone-based
model, the used bandwidth of the game traffic at the client nodes is the
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same as at the clients in the client/server model, whereas atthe server
nodes it is increasing nearly linearly with the increasing node density
but at a slower pace than at the server using the centralized model. As
we can see from the figure, the server node in the client/server and any
of the peer nodes in the peer-to-peer model can become a bottleneck if
the number of the nodes participating in the service is too high, which
reflects the scalability concerns with these models. In thisrespect, the
zone-based model is a better choice being capable to handle more ser-
vice nodes than the other models.

• Network Load: The network load gives an indication about the net-
work saturation caused by the management and game traffic. Itsums
up the amount of traffic transmitted in the network in total.

Figure 6.18:Network Load Comparison
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The averaged results of the network load18 together with their 95 %
confidence interval are presented in Figure 6.18. As we can see, the
network load is moderate and increasing slowly with the growing node
density using the client/server and the zone-based model. However, it is
increasing drastically with an exponential pace using the peer-to-peer
model, which is the other main scalability concern of this model. Of
course, this situation can be mitigated by putting in place appropri-
ate techniques for data transfer (e.g., using multicast communication to
send game state updates to the other peer nodes), but usuallythis is not
an easy task in a mobile ad hoc environment.

We can conclude from our simulation results, that the zone-based ser-
vice management model is a reasonable alternative of the client/server model
offering a redundant, fault tolerant solution to avoid service interruptions.
Moreover, it shows much better scalability properties thanthe other models
being capable to handle a higher number of service nodes. Thus, the zone-
based model is a valid trade-off between the centralized client/server and the
fully distributed peer-to-peer model for mobile ad hoc networks.

6.6 Chapter Summary

In this chapter, first we presented our pseudo real-time multiplayer game
specification used in our simulations as the test application. Then, based on
2260 simulation rounds in total, we showed our evaluation ofthe PBS algo-
rithm, the technique of service profile creation for node weight computation
and our evaluation of the XCoPred prediction mechanism together with its
application in PBS. Moreover, we gave a comparison of the server-client, the
peer-to-peer and the zone-based service management architectures.

Our PBS algorithm computes quickly an appropriate DS of the network
graph (its nodes can be used as zone servers) and offers its continuous main-
tenance generating moderate management traffic overhead, as we saw from
our simulation results. With our NWC mechanism, a static service profile can
be created and the node weights can be computed easily givingthe basis of
priority comparison in PBS. However, note that using such a static approach
cannot provide a general ideal solution for all the different service contexts.
To increase the stability of the computed DS, mobility prediction can be used.

18Notice the difference in magnitude of the bandwidth scale values in the figures: some bit/s
in Figure 6.16, some hundred kbit/s in Figure 6.17 and some tens of Mbit/s in Figure 6.18.
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XCoPred, our prediction mechanism, can provide fairly accurate link quality
predictions around 2 dB of absolute average prediction error in case of appro-
priate parameter settings and scenarios showing clear nodemobility patterns.
Integrating XCoPred into PBS the stability of the selected server set can be
improved, in some cases even by roughly 25 %. And finally, we can conclude
that the zone-based service management model is a reasonable compromise
between the centralized server-client and the fully distributed peer-to-peer
model for mobile ad hoc networks offering fault tolerance and good scalabil-
ity properties.





Chapter 7

Related Work

Before developing new algorithms/mechanisms it is inevitable to be aware of
the previously proposed approaches in the related researchareas. Thus, in
this chapter we give a brief overview about the state-of-the-art approaches
related to our work. First, we present previous work relatedto the selection
of management nodes in MANETs and compare these approaches to our PBS
algorithm and NWC mechanism. Then, we discuss the most interesting pro-
posals related to mobility prediction in mobile networks comparing them to
our XCoPred prediction mechanism.

7.1 Selection of Management Nodes in Mobile
Ad Hoc Networks

In this section, we give a brief overview about approaches related to our PBS
algorithm and NWC mechanism.

7.1.1 Clustering Mechanisms

Some of the hierarchical routing schemes proposed for mobile networks also
include online clustering algorithms that can be performedby the network
nodes. We discuss here two examples of such clustering proposals.

Lauer in [64] outlines a clustering mechanism for mobile networks in
which nodes cooperate to elect clusterheads and super-clusterheads. Each
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node then affiliates itself with the closest clusterhead, and all nodes affili-
ated with a given clusterhead form a cluster. Each clusterhead affiliates itself
with a super-clusterhead, thus affiliating all cluster members with the same
super-cluster-head. All nodes affiliated with a given super-clusterhead form
a supercluster. However, Lauer does not give specific election algorithm to
elect the clusterheads and super-clusterheads. Moreover,the adjustment of
the initial clustering hierarchy in case of network topology changes is not
clear.

Ramanathan and Steenstrup in [65] give a clustering algorithm for mobile
ad hoc networks. The algorithm uses link-state informationdistributed among
network nodes and recursive bisection to produce connectedlevel-1 clusters.
A single node, the cluster leader, performs the clustering.The cluster leader
is the node with the lowest-numbered identifier in a group of mutually reach-
able nodes, but each node is capable of assuming the role of cluster leader if
necessary. To begin, the cluster leader selects two seed nodes and performs
a bisection of the initial large cluster. To form each cluster, the cluster leader
alternates between clusters, attempting to add to a clusteranother node that is
not yet a member of any cluster and is adjacent to a node in thatcluster, until
each node is a member of one of the two clusters. This procedure is repeated
until all clusters are within the prescribed size limit. Theproblem with this
approach is that the selection of the cluster leaders does not take into account
the capabilities of the nodes (it is based only on the node identifiers) and the
cluster maintenance is not clear in case of node mobility.

7.1.2 Dominating Set Computation Algorithms

Several static algorithms have been already proposed that determine a Dom-
inating Set in a given graph, but they don’t specify how the DScan be main-
tained in case of topology changes. Other dynamic approaches try to handle
also the DS maintenance issue, but it is not always clear how.

In Table 7.1 and 7.2, some of the static DS computation algorithms with
their quality and construction properties are presented together with our PBS
algorithm. Most of these algorithms have been developed forthe purpose of
providing routing functionality in ad hoc networks. In these tables,n indicates
the number of nodes,∆ the maximum degree in the network graph, andk is
an arbitrary parameter.
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Algorithm Time Complexity [round] MDS Approx.

Largest-ID [66] 2 O(
√

n)

LRG [34] O(log∆ logn) O(log∆)

Marking [67] 2 N/A

LP Relaxation [68] O(k2) O(k∆
2
k log∆)

Dominator [69] O(n) O(4)

Removing Cycles [70] O(n) O(log∆)

PBS O(n) O(log∆)

Table 7.1:Summary of the Existing DS Computation Algorithms I

Algorithm CDS Message Complexity

Largest-ID [66] No O(n) messages

LRG [34] No N/A

Marking [67] Yes O(∆n) messages

LP Relaxation [68] No O(k2∆) messages, sizeO(log∆)

Dominator [69] Yes O(n) messages, sizeO(logn)

Removing Cycles [70] Yes O(n(n+2logn)) messages

PBS No (optional) O(n) messages, sizeO(k(∆ +1))

Table 7.2:Summary of the Existing DS Computation Algorithms II

We can see, that the different algorithms have different quality and con-
struction properties. From the view of time complexity, there are two algo-
rithms (Largest-ID [66] and Marking [67]) that perform in the minimal num-
ber of 2 rounds. But this is paid with a higher approximation factor (for the
Marking algorithm we didn’t find exact analytical expression, only simulation
results were given). The best approximation result,log∆, can be achieved with
a greedy (LRG - Local Randomized Greedy [34]), the Removing Cycles [70]
and our PBS algorithm. The Dominator algorithm [69] is a distributed ap-
proach that constructs in the first step an independent Dominating Set. In the
second step, every node in the Dominating Set from the previous phase de-
tects the best paths to the other dominator nodes (that consist at most of 2
intermediate nodes), and forces the intermediate nodes to join the DS, too.
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At the end a Connected Dominating Set is constructed. A similar approach
could be used by our zone server selection algorithm, if the set of zone servers
needs to be connected (in the default version of PBS, we do notrequire this).
Comparing PBS to these algorithms, it is the modification of the distributed
implementation of the greedy LRG algorithm. We extended thecriteria to
choose a node into the DS similarly to the Marking algorithm.Moreover, the
nodes exchange neighborlists for getting the relevant information about the ad
hoc network. As we can see from the tables, our algorithm shows compara-
ble analytical performance to the state-of-the-art DS computation algorithms.
Moreover, it offers the maintenance of the computed DS in case of topology
changes, too.

As a dynamic DS computation approach, Kozat and Tassiulas propose
a distributed service discovery architecture in [29] whichrelies on a virtual
backbone for locating and registering available services within a dynamic
network topology. It consists of two independent mechanisms: the formation
of a virtual backbone, which includes the nodes acting as service brokers,
together with assigning into clusters the non backbone nodes; and the dis-
tribution of service registrations, requests and replies.The virtual backbone
creation mechanism selects a subset of the network nodes to form a relatively
stable Dominating Set, discovers the paths between the dominating nodes and
adapts to the topology changes by adding or removing networknodes into this
DS. Similarly to PBS, the DS nodes to form the backbone are selected in a
distributed way, but it is based only on the node degree, the link failure fre-
quency of the node and the node’s ID, and does not take into account other
node properties. Moreover, the maintenance of the DS is not detailed enough
in [29] to see how it works exactly.

Another dynamic DS computation algorithm has been proposedby Acha-
rya and Roy in [71], which computes a power aware minimum connected
Dominating Set for routing in mobile ad hoc networks. However, this ap-
proach considers only the energy level of the node and the node degree to
compute the DS. Moreover, it is not clear how the proposed algorithm main-
tains the DS in case of network topology changes.

7.1.3 Node Weight Computation Mechanisms

The simplest approaches in regard to selecting the DS nodes optimize the se-
lection for a single objective. For example, minimizing thepower consump-
tion to increase the lifetime of the network/DS, or minimizing the number
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of DS nodes to decrease the message overhead and simplify theDS syn-
chronization mechanism. These approaches are referred to as single metric
mechanisms, because the heuristic for weight assignment isbased on a solely
metric. There are other approaches that use some combination of several met-
rics, thus combining multiple objectives in the selection algorithm. We refer
to these approaches asmultiple metricmechanisms. In the following, we dis-
cuss two single metric and two multiple metric mechanisms.

Single Metric Mechanisms

Thelargest-ID/lowest-IDmechanism [66,72], also known asidentifier-based
clustering, is one of the simplest and most common approaches in the con-
struction of a Dominating Set. In this approach, each node ofthe network is
assigned with a unique ID and the nodes with the largest/lowest IDs are se-
lected for the DS. This algorithm does not show good adaptation properties,
since every node is assigned with a given ID in advance which remains during
the whole network’s life-cycle. On the other hand, changingor re-numbering
the node IDs according to the network situation is not practical, because it is
a complex procedure and can create a lot of overhead traffic.

The highest-degreemechanism [73], also known asconnectivity-based
mechanism, is another simple approach. Each node broadcasts its ID to its
neighbors. The node with the maximum number of neighbors, ormaximum
degree, is chosen as clusterhead, and any tie is broken by thenodes’ IDs,
which are unique in the network. The neighbors of a clusterhead become
members of that cluster, and can no longer participate in theelection process.
The constructed DS has a low rate of change, but the throughput is also low.
If the number of cluster members increases, the throughput decreases and a
gradual degradation in the system’s performance can be observed.

Multiple Metric Mechanisms

Shaikh et al. propose a mechanism in [74] to select the DS based on the node
degree and the remaining battery power of the nodes. In this case, the nodes
frequently alternate between their dominating and dominatee status, thus bal-
ancing energy consumption and prolonging network lifetime. Comparing this
technique to the single metric mechanisms we can observe, that the energy
consumption is better balanced when the available battery power as the only
metric is used in the DS selection. But in this case, more nodes are selected
into the DS and therefore the overall network energy consumption is higher.
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On the other hand, DS computation based on the node degree as the only met-
ric tends to result in a smaller size DS, thus reducing energyconsumption in
each round. However, shifting roles between nodes is slow inthis case, which
makes nodes with higher degree energy critical. Combining the two metrics
in the node weight computation can lead to an ‘equilibrium’,which conse-
quently increases the network life. However, this approachdoesn’t consider
the requirements of the service for which the DS is created.

Chatterjee et al. in [75] propose a weighted clustering mechanism called
WCA (Weighted Clustering Algorithm), which is a distributed clustering ap-
proach for multi-hop packet radio and mobile ad hoc networks. The main
idea of this approach, similarly to our NWC mechanism, is to perform the
weight computation according to the requirements of the application/sys-
tem. Four parameters are considered in the weight computation, namely the
node degree, the battery power, the mobility of the node and the distance be-
tween the node and its communication counterparts. The nodeweight is the
weighted linear combination of the parameter values, such as in NWC, where
the weight co-efficients are dependent on the service type being deployed in
the network. With this technique, always an appropriate DS can be selected
which suits best to the requirements of the service.

Our NWC mechanism is similar to WCA and based on the same idea and
node weight computation method. However, in WCA it is not specified, how
the parameter weight co-efficients are computed. For this inNWC, we have
developed a technique based on factorial design which can beeasily applied
by service developers.

7.2 Mobility Prediction in Mobile Networks

In the literature, several approaches of mobility prediction in wireless mobile
networks have been proposed. Here we discuss different methods appearing
mainly in the field of cellular networks or proposed to improve routing in
MANETs. As the research area of mobility prediction is fairly broad, we can-
not give a complete overview, rather point out the most interesting techniques
which are related to our XCoPred mechanism.

7.2.1 Using a Linear Model

Creating a linear (in time) model of node mobility means basically, that we
assume the nodes to keep on moving in the same direction with the same
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speed as they currently do. In mobile ad hoc networks, determining the cur-
rent speed and moving direction of the nodes usually requires special hard-
ware, like a GPS (Global Positioning System) receiver [76].Such a method
has been investigated in different mobility prediction algorithms, for example
in [77]. In this approach, different schemes to improve routing protocol per-
formance by using mobility prediction are proposed. The expiration time of a
link is calculated with the assumption of having the GPS position information
of both ends of the link. Using the freespace radio propagation model, where
the received signal strength solely depends on the distancebetween the sender
and the receiver, the amount of time two mobile hosts will stay connected can
be computed with a simple formula:

Dt =
−(ab+cd)+

√

(a2 +c2)r2− (ad−bc)2

a2 +c2 , (7.1)

wherea = vicosΘi −v jcosΘ j ,b = xi −x j ,c = visinΘi −v jsinΘ j ,d = yi −y j .

However, assuming that every node is equipped with a positioning device
is a fairly limiting factor.

7.2.2 Using an Autoregressive Model

Zaidi and Mark describe a mobility tracking19 scheme based on an autore-
gressive model in [39] and [78]. The position, velocity and acceleration of
the mobile station in a cellular network are estimated by applying an extended
Kalman filter. The Kalman filter creates an autoregressive model of the node’s
mobility state which is applied to the RSS (Received Signal Strength) or TOA
(Time Of Arrival) measurements of the mobile node’s signal in order to de-
termine the user’s actual position. It computes, in case of amodel orderp,
the actual value as the weighted sum of thep previously measured values, or
formally:

xn = α0 +
p

∑
i=1

αixn−p+ εn, (7.2)

whereεn is an independent identically distributed noise term with zero mean.
While in a cellular network, where one end of the link is fixed at the base

19Mobility tracking is the task to determine the movement trajectory of the nodes in time.
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station and the other one is mobile, such an autoregressive model can lead to
good results for mobility tracking.

However, our experiments to predict link quality in MANETs with au-
toregressive models have shown, that it is fairly difficult to find the right pa-
rameter settings which can lead to accurate results.

7.2.3 Using Neural Networks

A neural network (see e.g. [79]) is a network of simple processing elements
(neurons) which can exhibit complex global behavior. Neural networks his-
torically were to imitate the central nervous system of the human body in its
way of performing operations. Although current neural networks do not fol-
low this analogy in detail, they still have in common with thecentral nervous
system, that the tasks are performed collectively and in parallel by the units
instead of assigning each of them a certain subtask. Just as the human brain,
also neural networks are well suited for pattern recognition which makes them
useful for mobility prediction.

Capka and Boutaba propose a mobility prediction algorithm for cellular
networks based on a back-propagation neural network in [80]. The main idea
behind a back-propagation network is, that it starts out with a random pat-
tern encoded in it and as it is trained modifies this random pattern based on
how well the pattern performs on the training data. In other words, the neural
network starts with guessing what the output should be givena certain input
and then compares its guess with the desired output. Depending on how far
off the guess is, the network adjusts its internal state and proceeds to the next
training point. In this approach, the movement trajectory of a mobile node is
determined as a sequence of base stations the node was attached to. The neu-
ral network is trained with sequences observed in the past inorder to detect
the current movement pattern in the past behavior of the node.

Because of the encoding of the movement trajectory this approach cannot
simply be adopted to our mobility prediction case, as we tried to avoid the use
of such reference points.

7.2.4 Using Pattern Matching

Another approach for mobility prediction based on pattern matching has been
proposed by Bhattacharya and Das in [81]. The algorithm has been designed



7.2 Mobility Prediction in Mobile Networks 147

for the use in cellular networks and adapted for smart environments20. It uses
an information theoretic approach for mobility tracking and prediction. This
proposal is similar to the previous one in terms of using the history of the base
stations (or closest sensors) for encoding the trajectory of the node move-
ment. However, instead of applying a neural network for pattern recogni-
tion, it uses the LZ78 compression algorithm21 to generate a smart dictionary
which stores the observed paths from the past measurements.

This approach resembles our XCoPred prediction method the most since
it is based on pattern matching, however it is also using location information
for the prediction what we tried to avoid.

7.2.5 Other Methods

Yang and Wang propose enhancements using mobility prediction to several
routing protocols in [82]. They show two methods of how to predict the ex-
piration time of a wireless link. The first approach takes thelocation and
mobility information provided by GPS, the other one uses thereceived sig-
nal strength of transmitted packets. In both cases, the users’ behaviors are
captured by linear models. Bahl and Padmanabhan in [83] describe an RF-
based user location and tracking system for in building environments called
RADAR. It uses the measurement of signal strength information gathered
at multiple receiver locations to triangulate the user’s coordinates. Triangu-
lation is done via both empirically-determined and theoretically computed
signal strength information. Liu et al. in [84] propose a location prediction
algorithm, called Hierarchical Location Prediction (HLP), which is used to
advance resource reservation in wireless ATM networks. HLPuses a first or-
der autoregressive model to estimate the position, velocity and acceleration
of the mobile nodes. In order to determine the current mobility state, Kalman
filters are applied to the measurements of the user’s signal.

In all of these methods, either a positioning device or the use of some
external reference points is required. Thus, they cannot beeasily applied in
mobile ad hoc networks.

20A smart environment, like smart homes, is one that is able to acquire and apply knowledge
about humans and their surroundings, and also adapt to improve their experience.

21The LZ78 algorithm for lossless compression was published in 1978 by Lempel and Ziv
and is based on Shannon’s entropy. Variants of it are widely used today for instance in the Unix
‘compress’ utility and in the GIF image format.
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7.3 Chapter Summary

In this chapter, we briefly surveyed the state-of-the-art research approaches
related to our work. Thus, first we described previous work related to the se-
lection of management nodes in MANETs and compared these approaches to
our PBS algorithm and NWC mechanism. Then, we discussed the most inter-
esting proposals related to mobility prediction in mobile networks and pointed
out their differences compared to our XCoPred prediction mechanism.

We can conclude that numerous approaches have been proposedto create
clusters for management purposes in mobile networks eitherusing Domi-
nating Set computation or other algorithms. Most of these proposals take into
account only a single metric (e.g., the node ID or the node degree) in selecting
the clusterhead nodes which does not capture accurately thenode properties.
Moreover, these approaches either do not deal with cluster maintenance in
case of network topology changes or they do not specify the required proce-
dures in detail. Our PBS algorithm offers the continuous maintenance of the
selected DS and using our NWC mechanism the computed node weight cap-
tures more accurately the node properties making possible to select the most
appropriate nodes into the DS. Concerning mobility prediction in mobile net-
works, a huge number of approaches have been developed, as well. However,
almost all of them require either the use of a positioning device (e.g., a GPS
receiver) or some external reference points. Thus, they cannot be easily ap-
plied in mobile ad hoc networks. Our XCoPred prediction mechanism does
not rely on any external device nor reference point, only thesignal quality
between the communicating nodes has to be monitored to predict the future
link quality.







Chapter 8

Conclusions

As the closing of the dissertation, this final chapter gives asummary and
concludes the thesis. Thus, first we recall the context of ourwork and briefly
review our contributions. Then, we give a critical assessment of the achieve-
ments followed by a short discussion about future work. And in the end, we
conclude the thesis with our final remarks.

8.1 Thesis Context

Wireless mobile ad hoc networks (MANETs) form a promising paradigm for
future mobile communication. The devices in these networkscan communi-
cate directly in an ad hoc manner without requiring any external infrastruc-
ture. These networks can appear anytime and anywhere providing new ways
to run distributed services, especially real-time multiuser applications.

Making a MANET functional the participating nodes must organize them-
selves spontaneously. Moreover, they must provide data relaying and service
provisioning functionalities for distant nodes beyond acting as terminals. In
this thesis, we focused on service management issues. Usingappropriate ser-
vice management architecture in the mobile ad hoc environment is crucial
to help the spreading of MANETs in everyday life. This architecture must
be able to cope with the inherent properties of MANETs, such as the lack
of a central infrastructure, the high level of device heterogeneity, the degree
of mobility, the self-organizing and error-prone properties and often the re-
source constraints of the participating devices. The architectures of traditional
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service provisioning/management solutions used in communication and data
networks are not well suited for MANETs. Usually they are either based on
the centralized service management model using the client/server architec-
ture, which provides low fault tolerance, or the fully distributed model using
the peer-to-peer architecture, which has scalability concerns. As a compro-
mise, the hybrid service management model using the zone-based architecture
offers high level of fault tolerance and provides much better scalability prop-
erties than the peer-to-peer architecture, thus it is well suited for MANETs.
However, the main challenge is the creation of the zones and the selection of
the zone servers in mobile ad hoc networks. This has to be carried out in an
efficient and distributed way.

In this thesis, we presented the design, development, implementation and
evaluation of our novel, distributed algorithm (PBS) together with two other,
newly developed mechanisms (NWC, XCoPred) to create the zones and select
the zone servers to be able to implement the zone-based service management
architecture.

8.2 Review of Contributions

The primary goal of this thesis was to help the implementation of the zone-
based service management architecture in MANETs and thus design, develop,
implement and evaluate new mechanisms, which can aid the efficient creation
of zones and the selection of zone servers. Keeping this goalin view, below
we review the main contributions of the thesis:

1. We design and develop a distributed Dominating Set computation al-
gorithm called PBS. This algorithm computes and maintains an ap-
propriate DS of the ad hoc network graph based on node priority in a
fully distributed manner containing nodes which can be usedas zone
servers.

In the zone-based service management model, the nodes participating
in the service are divided into separate zones. In every zone, a dedicated
server node handles the clients belonging to the zone and synchronizes
with the other zone servers. As zone server nodes, the most appropriate
and most powerful nodes should be selected in an efficient anddis-
tributed way.

We have developed a Dominating Set computation algorithm called
PBS (Priority Based Selection) [13–15] which, based on graph theory,
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computes an appropriate DS of the ad hoc network graph in a fully dis-
tributed manner containing nodes which can be used as zone servers
(cf. Section 3.2). PBS performs in rounds and is based on exchanging
neighborlists that contain the relevant information aboutthe neighbor-
ing nodes. In every round, the node sends the current neighborlist to its
neighbors, receives the neighborlists from them and determines its own
status. A node can be in DOMINATOR (acts as zone server), DOMI-
NATEE (regular client), INTCANDIDATE (participates in the service
as a client, but not yet determined whether DOMINATOR or DOMI-
NATEE) or EXT CANDIDATE (does not participate in the service as a
client, but can be chosen as DOMINATOR) status. The algorithm com-
pares the node priorities, and chooses the highly prioritized nodes as
DOMINATORs. Priority comparison is based on the node weight, the
span value (number of INTCANDIDATE neighbors), the number of
DOMINATOR neighbors, and finally the node’s ID.

To ensure the smooth running of the distributed application, the set of
zone server nodes must be maintained and recomputed on the flywhen
it is required (e.g., in case of network topology changes or link failures).
PBS is the first algorithm, according to our knowledge, that offers con-
tinuous maintenance of the DS when the network graph changesdy-
namically. The nodes start to exchange neighborlists when they notice
some change and the algorithm performs some new rounds in thevicin-
ity of the change if it is required. PBS shows a stable performance even
in case of high node mobility keeping the DS computation timenearly
constant (cf. Section 6.2).

2. We design and develop a mechanism called NWC to calculate node
weight to be used in the node priority comparison of PBS. NWC cal-
culates the node weight based on a set of node parameters and the
characteristics of the given service. It assigns the highest priorities to
the best suited nodes for a given service type and thus designates the
most powerful nodes to be selected as zone servers.

To select the most powerful nodes as zone servers, PBS compares the
priority of the nodes which reflects from the viewpoint of a given ser-
vice the node’s available computation and communication resources
and its position in the network. We have developed a mechanism called
NWC (Node Weight Computation) [16] to be applied in node priority
comparison based on a set of node parameters and the characteristics
of the service being used (cf. Section 3.3).
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NWC computes the node weight, on which the priority comparison
is based, as the weighted linear combination of the node parameters.
In contrast with the existing algorithms, which usually consider only
one or a small group of node parameters aiming to optimize theDS
selection for a unique objective, NWC uses five parameters, such as the
available CPU, memory, battery power, the quality of the node’s links
and the node’s position in the network, to capture the node’scapabilities
as close as possible.

The parameter weights are extracted from the so-called service profile
which reflects the characteristics and requirements of the given service.
To create this profile containing the appropriate parameterweights we
have applied factorial design and multi-objective optimization based
on simulation (cf. Section 6.3). With this technique it is possible to
assign the highest priorities to the best suited nodes for a given service
type and thus designate the most powerful nodes to be selected as zone
servers.

3. We design and develop a mechanism called XCoPred to help increase
the stability of the selected zone server set via prediction. XCoPred pre-
dicts the variations of the wireless link quality based on pattern match-
ing which can be exploited in assessing future changes of thenetwork
topology. Then, using this information in server selectionthe stability
of the selected zone server set can be increased.

To increase the stability of the selected server set taking node mobility
into account is indispensable. High mobility of the nodes can result in
the selection of unstable zone servers leading to frequent changes of the
server nodes and thus frequent handovers of clients betweenthem. This
also causes high traffic overhead or even service disruption. Mobility
prediction can mitigate this problem. It can help increase the stability
of the server set by predicting future changes of the networktopology
and using this information in server selection.

We have developed a mechanism called XCoPred [17,18] to predict the
variations of the wireless link quality based on pattern matching which
can be exploited for mobility prediction (cf. Chapter 4). Tothe best of
our knowledge, such an approach to mobility prediction is novel in the
area of MANETs, as most of the existing techniques use linearmod-
els and are based on having localization information from dedicated
hardware, such as a GPS receiver. In order to observe the mobility state
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of a node without using dedicated hardware, the Signal to Noise Ratio
(SNR) of the links is monitored and filtered with a Kalman filter to get
rid of noise in XCoPred. When a prediction is required, the node tries to
detect patterns similar to the current situation in the history of its links’
SNR values and tries to obtain a set of predictors. For this purpose, the
node computes the normalized cross-correlation between the current
pattern and the history of the links’ quality. From the detected set of
predictors the most probable predictor is used as the prediction of fu-
ture link quality. For cases where no predictors can be found, we apply
a fallback solution based on an autoregressive model. UsingXCoPred
highly accurate predictions of link quality can be achievedwith around
2 dB of absolute average prediction error in case of appropriate param-
eter settings and scenarios showing clear node mobility patterns (cf.
Section 6.4.5).

Furthermore, to increase the stability of the selected zoneserver set,
we introduced and implemented a link stability criterion into the PBS
algorithm. Using this criterion, a client node (DOMINATEE)accepts
only a neighbor as server (DOMINATOR) when it has a link to it which
is predicted to be stable for a certain time in the future. Integrating
XCoPred into the PBS algorithm we could improve the stability of the
selected server set and decrease the number of zone server changes
substantially, in some cases even by approximately 25 % (cf.Section
6.4.6).

Moreover, all these algorithms/mechanisms, i.e., PBS, NWCand XCo-
Pred, were implemented and evaluated in the network simulator NS-2 (cf.
Section 5.1). As a proof of concept, we also implemented themin our SIRA-
MON framework running in our mobile ad hoc testbed together with a demo
multiplayer game application (cf. Section 5.2).

8.3 Self-Assessment

In this thesis, we intended to propose algorithms/mechanisms which were
able to aid the creation of appropriate service management architecture in
MANETs coping with the constraints of the mobile ad hoc environment. Our
contributions (the PBS algorithm, the NWC mechanism and theXCoPred
mechanism) support the creation of a zone-based service management archi-
tecture which is more appropriate for self-organized networks than the tra-
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ditional management architectures, such as the client/server or peer-to-peer
architecture.

As the novelty of our distributed Dominating Set computation algorithm,
PBS is the first approach, according to our knowledge, that offers continuous
maintenance of the DS in case of dynamically changing network topologies.
It is important to see the difference between the DS maintenance and simply
select a new DS whenever some change happens. Clearly, it is not practi-
cal to rerun the DS computation algorithm in case of changes in the whole
network because it can create a huge management overhead traffic, requires
considerable amount of time to select again and again the DS nodes and can
compromise the stability of the initially selected DS. Rather, PBS tries to ‘fix’
the DS in the vicinity of the change which usually does not propagate through
the whole network making the recomputation fast and preserving the not con-
cerned part of the DS. Another handy feature of PBS is that theproperties
of the selected DS can be easily adjusted by merely reordering the criteria
(node weight, span value, number of DOMINATOR neighbors, node ID) in
the priority comparison. For example, if our goal is to get a minimum DS the
span value has to be considered at the first place in the comparison. Our al-
gorithm shows comparable analytical performance to the state-of-the-art DS
computation algorithms and provides stable behavior generating only a small
amount of management overhead traffic, as we saw it from our simulation re-
sults. The weak point of PBS is the oscillation problem (oscillation between
DOMINATOR and DOMINATEE status of the node, cf. Section 6.2.2), which
can arise if a DOMINATOR node switches back immediately whenit detects
other DOMINATOR nodes also covering its DOMINATEE neighbors. How-
ever, this problem can be avoided by taking into account alsonode mobility
in the DS selection and delaying a bit the switch back decision.

To select the most powerful nodes into the DS our NWC mechanism com-
putes the node weight using a representative group of node parameters and a
so-called service profile. The novelty of NWC is taking into account several
parameters in the weight computation and the technique to create the service
profile in an offline/static way applying factorial design and multi-objective
optimization based on simulation. The weak point of NWC is the static ap-
proach to create this profile, because with such an approach it is not possible
to accurately predict the future service context (e.g., network scenario, mo-
bility behavior of the nodes) in advance where the given service will be de-
ployed. Thus, even knowing the basic characteristics of theservice an optimal
profile is not granted for every situation. This problem can be solved with a
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more complex, dynamic approach which adapts continuously the service pro-
file to the actual service context. However, the developmentof this dynamic
service profile creation mechanism requires more research and remains as a
topic for future work.

To increase the stability of the selected zone server set mobility prediction
can play an important role. The novelty of our XCoPred mechanism is that it
predicts the variations of the wireless link quality based on pattern matching
without relying on any positioning hardware or external reference point. Ac-
cording to our simulation results, highly accurate predictions can be achieved
with XCoPred in most of the cases. However, these results still have to be
justified in real environments via measurements which requires the setup of a
test ad hoc network consisting of enough nodes. Another thing to note is that
XCoPred focuses on predicting the future variations of existing links. While
this is enough for increasing the stability of the selected DS, it might be use-
ful for other applications to predict the whole future topology of the network.
This would mean to use mobility prediction in terms of predicting the future
position of a node in the network. In order to do so, our approach can be
extended by an algorithm, e.g., using MDS (Multidimensional Scaling) [19],
that concludes the network topology from the distances between the nodes22.
The weak point of XCoPred is that it is costly. It can be easilyseen, though
we did not carry out a detailed complexity analysis in this thesis, that com-
puting the normalized cross-correlation of the queries andthe training data as
well as correlating the predictors with one another presenta big computation
overhead for the nodes. Especially for devices with very limited resources,
such as mobile phones, this might be a too big burden and a simpler or more
optimized solution might be preferable. However, analyzing the complexity
and optimizing XCoPred are left as another topic for future research.

As we mentioned earlier, we had implemented all the developed approach-
es in our SIRAMON testbed. Unfortunately, we could not accomplish thor-
ough evaluation in this testbed due to its limited size and node mobility, but
this work was still very useful and let us gain a lot of real world experience
with mobile ad hoc networking.

22Distance is not used in geographical sense here, rather as ‘signal space’ measure.
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8.4 Future Work

The research presented in this thesis has created a set of contributions, such as
the PBS algorithm, the NWC and XCoPred mechanisms, in the area of service
management in mobile ad hoc networks. Based on these contributions further
research can be built and it is also worth to consider how our achievements
could be commercialized. Below we give a set of ideas for follow-up research.

Concerning PBS, it can be useful to examine further the scalability limits
of the algorithm and the influence of a constantly changing network topology
on the application which can put the algorithm into a continuous convergence
situation. Moreover, it would be interesting to see how the performance of
PBS compares to other clustering approaches or newly proposed algorithms,
thus the development of a comparison framework can be also worthwhile. In
this thesis, we have investigated PBS only via simulations.However, in order
to be able to assess its real world applicability, it is inevitable to investigate
our algorithm also in a real, testbed environment.

With regard to our node weight computation mechanism, abovewe re-
ferred to its weak point which was the static approach to create the service
profile. This could be replaced with a dynamic approach whichadapts con-
tinuously the service profile to the actual service context.Moreover, the per-
formance investigation of NWC in a real environment, which implements also
the application, would be even more important here because the changes of
the node parameter values (CPU, memory, battery power) can be imitated in
a simulator only with a coarse fidelity.

In the area of mobility prediction, we believe that our XCoPred prediction
approach has great potentials. Extending it with network topology predic-
tion features its applicability could be substantially increased from support-
ing routing decisions via traffic engineering to even application layer usage
in mobile ad hoc networks. However, as we mentioned above, the pattern
matching method used in XCoPred is computationally expensive. Computing
the normalized cross-correlation functions and the correlations for selecting
the most common predictor is costly and a more efficient method might be
found. One viable approach is to use fast normalized cross-correlation in the
frequency domain [40]. And finally, the investigation of XCoPred in a real
testbed environment is also desirable and could help further develop our pre-
diction method.
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8.5 Final Remarks

Mobile ad hoc networking is an emerging communication paradigm and it has
promising features to become a widely used technique in the future. However,
it imposes numerous challenges which reserve room for continuous research.

One challenge is to develop appropriate service provisioning procedures
which can cope with this dynamic environment. We believe that our contri-
butions constitute a step further on the research highway and hope that the
community can profit from our work.
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Appendix A

NS-2 Details

A.1 Mobility Models

In the evaluation of the developed mechanisms, we have used basically two
mobility models in NS-2, the Random WayPoint and the Freewaymodel.
These are discussed in the following. A good overview of the most common
mobility models used for simulations can be found in [85].

A.1.1 Random WayPoint Model

The Random WayPoint mobility model (RWP) [56] is a representative of such
a model where the motion of the nodes shows little structure.Thus, it is hard
to predict the future SNR values. With the RWP model, the nodes start at
random, uniformly distributed positions spread over the whole area under
simulation. Each node chooses a random destination within the simulation
area and a random speed, which is uniformly distributed within the interval of
[minspeed,maxspeed]. After arriving at its destination, the node pauses for a
certain amount of time and then starts all over with selecting a new destination
and speed. A typical travelling pattern of the RWP mobility model is shown
in Figure A.1. An exemplary SNR pattern to which such movement leads is
plotted in Figure A.2.
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Figure A.1: Travelling Pattern of a Node Using the RWP Model

Figure A.2: Typical SNR Pattern of a Link Driven by the RWP Model

A.1.2 Freeway Model

The Freeway mobility model [63] is a representative of models which show
clear movement patterns. Cars are modelled as nodes on a straight line rep-
resenting a lane on the freeway. The number of lanes and theirdirections can
be configured, as well as the desired minimal and maximal speed for each
lane. The speed of the vehicles are set according to the Intelligent-Driver
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Model (IDM) [86]. As a model of lane change and overtaking maneuvers, the
Freeway model uses the MOBIL (Minimizing Overall Breaking Induced by
Lane-Changes) [86] strategy. An exemplary SNR measurementpattern using
the Freeway mobility model is shown in Figure A.3. It can be clearly seen
how the nodes (cars) are moving towards, then crossing and driving away
from each other. Patterns with such a short lifetime and sucha clear structure
are typical for two nodes travelling in opposite directions. For nodes moving
in the same direction the patterns look similar but they are more spread in
time. The faster car approaches from behind, then overtakesthe slower one
and the distance increases until the connection is lost.

Figure A.3: Typical SNR Pattern of a Link Driven by the Freeway Model

A.2 Signal to Noise Ratio in NS-2

For implementing our mobility prediction mechanism a realistic model of the
Signal to Noise Ratio23 is to be used taking into account the radio propagation
(path loss, and effects like reflection, scattering and diffraction) and noise
(environmental noise, receiver noise and interference) properties of the signal.
In the following, the SNR model used in NS-2 is explained.

23Note that typical values of the signal power in wireless 802.11 LAN networks range from
-90 dBm to -40 dBm, while a typical noise level observed is around -90 dBm. Thus, typical SNR
values range from 0 dB to 50 dB.
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A.2.1 Radio Propagation

As radio propagation model theshadowing model[62] is the most com-
monly used in NS-2. The shadowing model consists of two parts: the path
loss model, which defines a deterministic relation between distance and re-
ceived signal strength; and a random variable, which reflects the variation of
the signal strength at a certain distance.

The path loss is usually measured in dB with the equation

Pr(d)

Pr(d0)
= −10βlog(

d
d0

)[dB], (A.1)

whered is the distance between the nodes andd0 is a reference distance. The
parameterβ is calledpath loss exponentand is determined by the physical en-
vironment. Some typical values ofβ can be found in [62]. In our simulations
we choseβ = 4, which is a typical value observed in obstructed in-building
environments. The SNR measurements of an example link with taking only
the path loss into account is shown in Figure A.424.

The second part of the shadowing model is an added random variable
which is used to model different effects on the received signal strength when
the nodes of the link are in motion:

Pr(d)

Pr(d0)
= −10βlog(

d
d0

)+XdB[dB] (A.2)

XdB has a Gaussian distribution with zero mean and standard deviationσdB.
σdB is calledshadowing deviationand is also determined by the physical
environment. Typical values ofσdB range from 3 to 12 (in [62] the values for
different environments are discussed in more detail). In our simulations, we
chose the value ofσdB= 7, which is representing an office environment with
hard partitioning. The SNR pattern of the same link as above,this time with
the added random variableXdB is shown in Figure A.5.

24In order to show the effect of the radio propagation model, without accounting for noise, a
constant noise level of -90 dBm has been assumed.
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Figure A.4: SNR Using Deterministic Distance to Signal Strength Relation

Figure A.5: SNR Using the Shadowing Model

Figure A.6: SNR Using the Shadowing Model Plus Noise and Interference

Figure A.7: SNR Filtered with Kalman Filter
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How the shadowing model is deployed and configured in theTcl scrips
of NS-2 is shown in Listing A.1.

1 : $ns node−conf ig −propType P r o p a g a t i o n / Shadowing
2 : # pa th l o s s exponen t
3 : P r o p a g a t i o n / Shadowings e t p a t h l o s s E x p 4 . 0 ;
4 : # shadowing d e v i a t i o n ( dB )
5 : P r o p a g a t i o n / Shadowings e t s t d d b 7 . 0 ;
6 : # r e f e r e n c e d i s t a n c e (m)
7 : P r o p a g a t i o n / Shadowings e t d i s t 0 1 . 0 ;
8 : # seed f o r RNG ( Random Number Genera to r )
9 : P r o p a g a t i o n / Shadowings e t s e e d 0 ;

Listing A.1: Usage of the Shadowing Propagation Model in NS-2

A.2.2 Noise and Interference

In order to account for environmental noise and receiver noise, another Gaus-
sian distributed random variable is added to the SNR values.Its mean is set
to -90 dBm with a standard deviation of 4 dBm.

NS-2 implements a very simplistic model of interference fordetecting
packet collisions. Collision detection is included in the MAC (Medium Ac-
cess Control) layer (mac/mac-802 11.cc) of the 802.11 implementation. When
a packet arrives, the receiving function simply checks, whether another packet
is currently being received. If this is the case, the signal power of the two
packets is compared. If the power of the incoming packet is smaller than
the power of the packet currently being received by at least the constant
CPThresh (10 dB by default), a collision is detected and the packet is dropped.

This model has several drawbacks:

• The interference is not additive. Thus, only two packets areconsidered.
This is problematic if more packets are being received simultaneously.

• The duration of the interference generated by a packet is notconsid-
ered.

• Only packets with signal power higher than thereceive thresholdcon-
stantRxThresh 25 are taken into account.

25The receive thresholdis a constant signal strength value defined in NS-2, above which the
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• The interference is implemented in the MAC layer instead of the phys-
ical layer, to where it belongs.

However, in the lack of a better interference model we used this model in
our simulations. If during the reception of a packet anotherpacket arrives, the
signal power of the latter is added to the noise power as a value for interfer-
ence. Figure A.6 shows the SNR pattern of the same link as above with added
noise and interference to the shadowing model. Moreover, Figure A.7 depicts
the SNR pattern of the given link after applying our Kalman filter.

The SNR is calculated in the MAC layer in NS-2. The MAC layer’s
recv() function, which processes incoming packets, gets the received signal
strength information from the propagation model in the variablep->txinfo .RxPr.
In order to hand over the SNR value to the state observation ofthe mobility
prediction algorithm, we extended the packet header (filecommon/packet.h)
with a propertysnr . The code of the SNR calculation is listed in Listing A.2.

1 : double s n r ;
2 : RNG n o i s e ;
3 : n o i s e . r e s e tn e x t s u b s t r e a m ( ) ;
4 : i f ( r x s t a t e = = MAC IDLE) {
5 : s n r = 10∗ l og10 ( p−> t x i n f o . RxPr ) −
6 : − n o i s e . normal (−90 ,4 ) ;
7 : } e l s e {
8 : s n r = 10∗ l og10 ( p−> t x i n f o . RxPr )
9 : − 10∗ l og10 ( pktRx −> t x i n f o . RxPr )

10 : − n o i s e . normal (−90 ,4 ) ;
11 : }
12 : hdr−>s n r = s n r ;

Listing A.2: SNR Calculation in NS-2

packet is received correctly. It is typically set to -95 dBm.
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Implementation Details

In the following, we give some details related to the implementation of PBS,
NWC and XCoPred in the NS-2 simulator and our SIRAMON framework.

B.1 Finite State Machine in the PBS
Implementation

We have used a Finite State Machine (FSM) to implement the PBSalgorithm
in the NS-2 simulator and the SIRAMON framework. An FSM is a model of
behavior composed of states, transitions and actions. Between different states
of the machine transitions are defined which perform the appropriate actions
based on the incoming events. The specification of the used FSM is shown in
Figure B.1.

B.1.1 Finite State Machine States

The FSM consists of four states, such asidle, msgsent, roundfinished
andfinished. The idle state is the initial state. Once the PBS algorithm
is started it performs in rounds. In every round, it sends theNeighborlist
to its neighbors and waits in themsgsent state for the neighborlists from
the neighbors. If all required neighborlists are arrived orthe timeout timer
has expired, it goes to theroundfinished state and determines the own sta-
tus. If there are still INTCANDIDATE neighbors, the neighborlist is resent
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Figure B.1: Finite State Machine of the PBS Implementation

and the FSM is waiting again in themsgsent state. If all INT CANDIDATE
neighbors have switched to DOMINATEE or DOMINATOR status, the FSM
goes to thefinished state. It is waiting in thefinished state unless some
changes in the network topology are detected or there are again some new
INT CANDIDATE neighbors. If this is the case, a new round of the PBS
algorithm will be started and the FSM turns again to themsgsent state.

B.1.2 Finite State Machine Transitions and Actions

All transitions, the corresponding events and a short description of the related
action of the FSM are presented in Table B.1 and Table B.2.
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From State To State Event Action
idle msgsent join The node joins the

service session and
starts sending out
neighborlists

idle msgsent receivedmsg The node is still
waiting in theidle
state, but received
a neighborlist. It
starts now sending
out neighborlists as
well

msgsent msgsent timerRESEND The resend timer
expired and not
all neighbors sent
the neighborlist
back. Therefore,
the already sent
neighborlist will be
resent

msgsent roundfinished receivedmsg All required neigh-
borlists have
arrived. The node
determines its own
status

msgsent roundfinished timerTIMEOUT Not all required
neighborlists have
arrived, but the
timeout timer is
expired and the
node determines its
own status

Table B.1: Transitions, Events and Actions of the PBS FSM (I)
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From State To State Event Action
roundfinished msgsent resend There are still

INT CANDIDATE
neighbors and a new
round of the PBS
algorithm needs to
be started

roundfinished finished finished All nodes deter-
mined their sta-
tus. There are no
INT CANDIDATE
neighbors left

finished finished receivedmsg Handles incoming
neighborlist even if
the node is already in
the finished state.
If required it sends a
neighborlist back

finished msgsent resend Changes in the net-
work and/or some
INT CANDIDATE
neighbors have been
detected. A new
round of the PBS
algorithm needs to
be started

Table B.2: Transitions, Events and Actions of the PBS FSM (II)
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B.2 PBS Implementation Details in NS-2

B.2.1 Directory Structure

In Table B.3, the directory structure of the PBS implementation in NS-2 is
shown. All the necessary files are located under the NS-2.28 main directory.
Table B.4 shows the files used for the implementation in the C++ core of the
simulator and gives a short description about them.

Directory Description
ns-2.28 The NS-2 main directory
ns-2.28/zoneserver The zoneserver main directory
ns-2.28/zoneserver/utils Some utils for the zone server selection

agents (ZSSAgent)
ns-2.28/zoneserver/doc Source code documentation
ns-2.28/zoneserver/tcl/wired Tcl scripts for wired environments
ns-2.28/zoneserver/tcl/wirelessTcl scripts for wireless environments

Table B.3: Directory Structure of the PBS Implementation in NS-2

File Description
zss{.h .cc} The main class for any zone server selec-

tion (ZSS) implementation
zss pbs{.h .cc} Implements the PBS algorithm
timer pbs{.h .cc} Timer functionality used by the PBS algo-

rithm
neighborlist{.h .cc} Stores and handles the relevant information

about the neighbors
node information.h Contains the structure of a node entry in

the Neighborlist and the structure of the
sent PBS messages

monitor{.h .cc} Monitors the 1-hop neighborhood
timer monitor{.h .cc} Timer functionality used by the monitor
debugger{.h .cc} Debugger used to write outputs
utils/fsm{.h .cc} Implementation of a PBS FSM
utils/state{.h .cc} State of the PBS FSM

Table B.4: Files of the PBS Implementation in NS-2
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B.2.2 Running Simulations Using PBS in NS-2

To run simulations in NS-2 Tcl scripts are used to build different topologies
and to simulate different scenarios. In Listing B.1, an example of the basic Tcl
commands used for attaching the PBS agent to nodes is shown. Note that the
shown script does not build a topology between the nodes or add movements
of the nodes. It only attaches the PBS agent to the given nodes.

1 : s e t ns [new S i m u l a t o r ]
2 : # c r e a t e 3 nodes
3 : s e t node ( 0 ) [ $ns node ]
4 : s e t node ( 1 ) [ $ns node ]
5 : s e t node ( 3 ) [ $ns node ]
6 : # c r e a t e a g e n t s
7 : s e t a g e n t ( 0 ) [new Agent / ZSS / PBS ]
8 : s e t a g e n t ( 1 ) [new Agent / ZSS / PBS ]
9 : s e t a g e n t ( 2 ) [new Agent / ZSS / PBS ]

10 : # a t t a c h a g e n t s t o t h e nodes
11 : $ns a t t a c h−a g e n t node ( 0 ) a g e n t ( 0 )
12 : $ns a t t a c h−a g e n t node ( 1 ) a g e n t ( 1 )
13 : $ns a t t a c h−a g e n t node ( 2 ) a g e n t ( 2 )
14 : # s e t node we igh ts
15 : $agen t ( 0 ) s e t w e i g h t 10
16 : $agen t ( 1 ) s e t w e i g h t 20
17 : $agen t ( 2 ) s e t w e i g h t 30
18 : # Schedu le e v e n t s
19 : $ns a t 0 .00001 ‘ ‘ $agen t ( 0 ) i n i tz s s ’ ’
20 : $ns a t 0 .00001 ‘ ‘ $agen t ( 1 ) i n i tz s s ’ ’
21 : $ns a t 0 .00001 ‘ ‘ $agen t ( 2 ) i n i tz s s ’ ’
22 : $ns a t 0 .1 ‘ ‘ $agen t ( 0 ) j o i n ’ ’
23 : $ns a t 0 .1 ‘ ‘ $agen t ( 1 ) j o i n ’ ’
24 : $ns a t 0 .1 ‘ ‘ $agen t ( 2 ) j o i n ’ ’
25 : $ns a t 900 .0 ‘ ‘ f i n i s h ’ ’

Listing B.1: Tcl Commands to Attach the PBS Agent to the Nodes in NS-2
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B.3 XCoPred Implementation Details in NS-2

B.3.1 Data Structures

The most important fields of theLinkMeasurements data structure are sum-
marized in Table B.5.

Field Description
nodeId The node ID of the peer of this link
lastMeasurement Stores the last measured SNR value of the ac-

tual measurement interval before it is saved in
the time series

measurements[] Saves the time series of the filtered val-
ues, used as a circular buffer of size
SNR BUFFER SIZE

kalmanParPkApriori
kalmanParPk
kalmanParKk
kalmanParA
kalmanParC
kalmanParQ

The actual Kalman filter parameters (A,C, P−
k ,

Pk, Kk, Q) of the time series as they were de-
scribed in Section 4.2.1

prediction Stores the last prediction in a vector made for
this link

lastPredictionTime The time when the last prediction of this link
was made. It is used for checking whether the
prediction in theprediction field is still ac-
tual

Table B.5: Overview of theLinkMeasurements Data Structure
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B.3.2 Configuration Files

In order to set the parameters in the state observation part of XCoPred, three
config files are used. They are listed in Table B.6 and can be found in the
zoneserver/tcl/wireless/ directory. Each of the files simply contains the
value of the parameter.

Filename Description
config trainingorder.inc The number of training samples

for the autoregressive model of the
Kalman filter

config queryorder.inc The query order
config stabletime.inc The time for which a link has to be

available in order to be considered as
stable

Table B.6: Configuration Files of the State Observation Part of XCoPred
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B.4 PBS Implementation Details in SIRAMON

Table B.7 gives a short description of the packages containing the PBS code
in the SIRAMON framework. Moreover, Table B.8 lists the filesand their
short description that are contained in these packages.

Package Description
Siramon.Management.zss Contains the main classes needed

by the zone server selection func-
tionality

Siramon.Management.zss.utils Contains some utilities for the zone
server selection functionality like a
basic debugger and the FSM

Table B.7: Packages Containing the PBS Code in SIRAMON

File Description
ZSS.java The main class for any zone server implemen-

tation
ZSS PBS.java Implements the PBS algorithm
ZSS PBSfsm.java Implements the FSM used by the PBS algo-

rithm
ZSS PBSpacket.java PBS packet format to be sent in the content

part of the SIRAMON packet
TimerPBS.java Timer functionality used by the PBS algorithm
Neighborlist.java Stores and handles the relevant information

about the neighbors
NodeInformation.java Used by the Neighborlist to store the informa-

tion about the neighbor
utils/Debugger.java Debugger used to write outputs
utils/FSM.java Basic implementation of an FSM
utils/State.java Implementation of the FSM states

Table B.8: Files of the PBS Implementation in SIRAMON



182 B Implementation Details

Table B.9 shows the new classes of theSiramon.Network package im-
plementing the network monitor functionality.

File Description
NetMonitor.java The monitor that sends and receives

packages to detect the 1-hop neighbors
NetMonitor Callback.java Callback interface used by other

classes to be informed about changes
in the neighborhood

Table B.9: Files of the Network Monitor Implementation in SIRAMON
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Abbreviations

AODV Ad Hoc On-Demand Distance-Vector

AR(1) First Order Autoregressive Model

ATM Asynchronous Transfer Mode

AWGN Additive White Gaussian Noise

CBR Constant Bit Rate

CPU Central Processing Unit

CDS Connected Dominating Set

DS Dominating Set

FSM Finite State Machine

GIF Graphics Interchange Format

GPRS Generalized Packet Radio Service

HLP Hierarchical Location Prediction

IEEE Institute of Electrical and Electronics Engineers

LP Linear Programming

LRG Local Randomized Greedy

MAC Medium Access Control

MANET Mobile Ad Hoc Network



186 C Abbreviations

MDS Minimum Dominating Set

NAM Network Animator

NS-2 Network Simulator version 2

NWC Node Weight Computation

NWDS Node Weighted Dominating Set

PBS Priority Based Selection

PDA Personal Digital Assistant

QoS Quality of Service

RADAR In-Building RF-Based User Location and Tracking System

RF Radio Frequency

RSS/RSSI Received Signal Strength/Received Signal Strength Indicator

SDP Service Discovery Protocol

SIRAMON Service provIsioning fRAMework for self-Organized Networks

SNR Signal to Noise Ration

Tcl Tool command language

TTL Time to Live

TOA Time Of Arrival

OTcl Object Tcl

UDG Unit Disk Graph

UDP User Datagram Protocol

UMTS Universal Mobile Telecommunications Service

UPnP Universal Plug and Play

WCA Weighted Clustering Algorithm

WLAN Wireless Local Area Network

XCoPred Cross-Correlation Based Prediction

XML eXtensible Markup Language

ZSS Zone Server Selection

2D 2 Dimensional
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[J10] Károly Farkas, Theus Hossmann, Lukas Ruf, Bernhard Plattner: Link
Quality Prediction in Wireless Mobile Ad Hoc Networks,submitted to
IEEE Transactions on Mobile Computing, August, 2006.
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vices (WONS 2006), Les Ménuires, France, January 2006. [60]
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