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Abstract

As mobile devices, such as laptops, PDAs or mobile phonegetting more
and more ubiquitous and are able to directly communicatk edtch other
via wireless technologies, the paradigm of wireless MoBitthoc NET-
works (MANETS) is gaining popularity. Especially distrilaa real-time ap-
plications, like multiplayer games, group-work or multidie entertainment,
are attractive for their users in this mobile ad hoc envirenmHowever,
MANETs impose new challenges because of their self-ordgamiznobile
and error-prone nature. Thus, provisioning distributaglises in such an en-
vironment is quite difficult.

In this thesis, we focus on service management relatedissukdesign,
develop, implement and evaluate new mechanisms, whichiddnesefficient
creation of appropriate service management architecturenbbile ad hoc
networks. Our contribution is three-fold.

First, we have designed and developed an algorithm call& (PBority
Based Selection) to help manage distributed applicatiodssapport their
smooth running in mobile ad hoc networks. PBS is based onhgttzgory
and computes an appropriate Dominating Set (DS) of the mktgi@ph in
a fully distributed manner applying node priority. The nedie the DS then
can be used as servers creating a robust, redundant diset’dased service
management architecture. Moreover, PBS is the first appr@acording to
our knowledge, in contrast to the existing DS computatiggpathms that
offers continuous maintenance of this set in dynamicallgngjing network
topologies. It shows a stable performance even in case bfrfade mobility,
keeping the DS computation time nearly constant.

Second, we have designed and developed a mechanism call€qN¥de
Weight Computation) to be applied in node priority compamig/hich reflects
from the viewpoint of a given service the node’s availablepatation and
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communication resources and its position in the network.ON#émputes
the node weight, on which the priority comparison is basedha weighted
linear combination of the node parameters. The parametighigeare ex-
tracted from the so-called service profile which reflects ¢haracteristics
and requirements of the given service. To create this profilgaining the
appropriate parameter weights we have applied factorisigde This tech-
nigue assigns the highest priorities to the best suitedsfud@ given service
type and thus designates the most powerful nodes to beesglasservers by
PBS.

And third, taking node mobility into account we have desijaed de-
veloped a prediction mechanism called XCoPred to incrdasatability of
the selected server set. XCoPred predicts link qualityatiams based on pat-
tern matching which can be exploited for mobility predicatién contrast to
most of the mobility prediction techniques applied todago®red does not
require the use of any external hardware nor reference gdiagich node in
the ad hoc network monitors the Signal to Noise Ratio (SNRjsdfnks to
obtain a time series of SNR measurements. These measuscanerititered
with a Kalman filter to decrease the level of measuremenendi$hen a pre-
diction is required, the node tries to detect patterns aintd the current situ-
ation in the history of the SNR values of its links by applythg normalized
cross-correlation function. The found matches are thed as¢he base of the
prediction. For cases where no match can be found, we appijtatk so-
lution based on an autoregressive model. With this tectmifairly accurate
link quality predictions around 2 dB of absolute averagelmtéon error can
be achieved in case of appropriate parameter settings andrsas showing
clear node mobility patterns. Integrating XCoPred intoPS algorithm we
can improve the stability of the selected server set andedserthe number
of server changes substantially, in some cases even byxapyately 25 %.

Moreover, all these algorithms/mechanisms, i.e., PBS, NAME XCo-
Pred, were implemented and investigated in the networklaiimuNS-2. As
a proof of concept, we also implemented them in our mobile adtastbed
together with a demo multiplayer game application.



Kurzfassung

Durch die allgegenwartige Verfugbarkeit drahtlosemikounikationsfahiger,
mobiler Endgerate wie Laptops, PDAs oder Mobiltelefonayignen neue
Konzepte, wie das der Mobilen Ad Hoc Netze (MANET), immer mah
Bedeutung. Speziell verteilte Echtzeit Anwendungen wiel8pGruppenan-
wendungen oder Unterhaltungsmedien sind besonderstattfiakdie Teil-
nehmer in einer mobilen ad hoc Umgebung. Allerdings stellese MANETS
neue Herausforderungen an die Entwickler, denn diese detzen sich aus
mobilen Endgeraten zusammen, missen sich selbst omyamiaund sind
von Natur aus sehr unzuverlassig. Die Schwierigkeit liegt darin, verteilte
Dienste auf einer derartigen Plattform anzubieten.

Diese Doktorarbeit konzentriert sich auf Aspekte der Diegrsvaltung,
erstellt ein Konzept, und entwickelt sowie beurteilt neigg Mechanismen
fur die Verwaltung von verteilten Diensten in ad hoc Netzdierfur wurden
die folgenden drei Beitrage geleistet:

Wir haben einen Algorithmus (Priority Based Selection - PBStwor-
fen und entwickelt, welcher verteilte Anwendungen veretalind deren rei-
bungslosen Ablauf ermoglicht. PBS ist ein graphenbasidthsatz der, mit
Hilfe von Prioritaten, ein “Dominating Set (DS)” auf veitte Art und Weise
berechnet. Die Knoten des DS kodnnen dann als Dienstanliietgner ro-
busten und redundanten Verwaltungsarchitektur eingesetzen. So weit
uns bekannt ist PBS der erste Ansatz der ein DS dynamischeasich
verandernden Verhaltnisse im ad hoc Netz anpasst. Win&id dabei zeigen,
dass, selbst in sehr dynamischen Netzen mit hoher Knoteititaglder Al-
gorithmus eine stabile Leistung bei gleich bleibender Beneingszeit erre-
icht.

Zweitens haben wir einen Mechanismus namens NWC (Node WWeigh

Computation) entworfen und entwickelt, der die Wichtigldgr Knoten be-
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ricksichtigt. Die Prioritat eines Knoten wird dabei besht durch seine Posi-
tion und die zur Verfigung stehenden Rechenressourcemu@egesprochen
berechnet NWC seine Wichtigkeit mit Hilfe einer linearennitaination ver-
schiedener Knotenparameter. Diese Parameter werden vgemaanten Kno-
tenprofil ausgelesen welches die Anforderungen an einesbgegn Dienst
beinhaltet. Dabei haben wir die Profile mit den dazugelgirigarameterge-
wichten mit Hilfe von “factorial design” erstellt. Diese M®de weist dem
am besten geeigneten Knoten die hochste Prioritat zumeitkt damit, dass
PBS immer die leistungsfahigsten Knoten auswahlt.

Als dritten Beitrag haben wir einen Mechanismus zur Voragesder
Knotenbewegung entworfen und entwickelt: XCoPred. Dardse Algo-
rithmus wird die Stabilitat der ausgewahlten Knoten elnésdend erhdht.
XCoPred ermittelt die Qualitatsschwankungen auf einenklanhand von
“Pattern Matching”. Im Gegensatz zu den meisten angewaritdehniken,
ist XCoPred unabhangig von externen Informationsquedienn XCoPred
verwendet weder zusatzliche Hardware noch basiert er efgr&nhzpunkten.
XCoPred funktioniert folgendermafR3en: Jeder Knoten im acl Metz misst
zu jeder Zeit die Link-Qualitat (Signal to Noise Ratio - SNihd speichert
den Zeitverlauf dieser Messungen. Sobald eine Vorherseggelle werden
soll, sucht der Knoten eine Messreihe mit ahnlichem Zeligwé. Hierfur
wird eine Methode namens “normalized cross-correlatiogrinendet. Ge-
fundeneUbereinstimmungen dienen dann als Vorlage fiir die Vodges
Falls keineUbereinstimmung gefunden wird, wird eine Alternativmetho
basierend auf einem Autoregressionsmodel angewandt. &intken zeigen,
dass dank dieser Technik sehr genaue Vorhersagen mit eiglglier Fon zirca
2 dB getroffen werden, falls die Systemparameter gut géwinden und die
Knotenbewegung klare Strukturen aufweist. Durch die Iragn von XCo-
Pred in den PBS Algorithmus, kdnnten wir eine Stabilgtgigerung von bis
zu 25 % erreichen.

Alle erwahnten Algorithmen (PBS, NWC und XCOPred) wurderén
Netzwerksimulator NS-2 implementiert und getestet. Darthinaus haben
wir die genannten Methoden in einem mobilen ad hoc Testnetine Mehr-
spieler-Anwendung integriert und evaluiert.



Attekint és

A mobil eszkdzok (példaul laptopok, mobil telefonok)mtopok) széleskorl
elterjedésével és ezen eszkdzok egymassal vaketién kommunikacidjaban
rejlé lehetdségekbdl kovetkezéen az Un. veze#kiri mobil ad hoc haldzati
(MANET) kommunikéacios paradigma egyre nagyobb népszegnek drvend
manapsag. Killdonodsen a valos idejli elosztott alkakmak, tobbek kozott a
tobbrésztvevds szamitdgépes jatékok, csopartka vagy multimédia alkal-
mazasok szamara nyljtanak igéretes kornyezetaital md hoc halbzatok.
Azonban ezen halbzatok (] kihivasokat tartogatnakutatok szamara az
onmenedzsel, mobil &és megbizhatatlan miikodksiktkezteéberigy elosz-
tott alkalmazasok tamogatasa meglehetésen nergdafienobil ad hoc kor-
nyezetben.

Ebben a disszertacibban szolgéaltatas menedzsmkafiesolatos kérdé-
sekre koncentralunk és ismertetjik a megtervezkiéjiesztését, implemen-
taciojat és vizsgalatat olyan (j eljarasoknak])yek el6segithetik a menedzse-
lését elosztott alkalmazasoknak mobil ad hoc hatikdzdn. Eredményeink a
kdvetkezbképpen dsszegezhetdk:

Kidolgoztunk egy olyan algoritmust PBS néven (PrioritysBd Selec-
tion — prioritas alapl kivalasztas), amely segitsét egyszerlien kialakithatd
elosztott alkalmazasok menedzselésére alkalmastektina mobil ad hoc
kdrnyezetben. A PBS algoritmus egy grafelméleten d@agljaras, amely
az adott halbzati topolbgia grafjanak egy megfetémoéponthalmazat, Gn.
Dominating Set-jét (dominacits halmaz) vagy rovided+&x jeloli ki a csomo-
pontok prioritasa alapjan teljesen elosztott modon.Sxien szerepldé csomo-
pontok szerverként hasznalhatok, amelyek igy egysotus, redundans, szer-
ver-kliens alapl szolgaltatas menedzsment architakglkotnak. Tovabba,
tudomasunk szerint ez az algoritmus az els6 olyanadjallentétben a ma-
napsag hasznéalatos DS szamitd algoritmusokkal,yatabétéve teszi a ki-
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jelolt DS folyamatos fenntartasat még dinamikusdtoz® halozati topologia
esetén is.

Kidolgoztunk egy eljarast NWC néven (Node Weight Congpioin — cso-
mopont stlytényezd szamitas), amelyen a PBS dlgasban alkalmazott
csomopont prioritasok dsszehasonlitasa alapanédy hiien reprezentalja a
csomopont szamitasi és kommunikacios képess&gamint halbzati pozici-
Ojat az adott szolgaltatas szempontjabol. Ez az&@dja csomobpont stlyténye-
z6jét a csomobpont paraméterek stlyozott linearimiméaciojaként allitja
eld. A paraméterek stlytényezjét az Un. szotgak profil tartalmazza, amely
tikrozi az adott szolgaltatas kdvetelményeit §ateasagait. Ennek a pro-
filnak az el6allitasahoz faktorialis tervezésteffarial design) alkalmaztunk,
amelynek segitségével a megfeleld csombpontokhegradgasabb priorita-
sok rendelheték, és igy a PBS algoritmus ezen csomogatiki tudja valasz-
tani a szerver szerepkorre.

Tovabba kidolgoztunk egy predikcibs mechanizmust X@dméven, a-
mely segitségével, figyelembe véve a csomobpontok litémit, a kivalasztott
szerver halmaz stabilitasa novelhetd. Ez a mechanizatfusjelzi a csomo-
pontok kdzotti vezeték nélkuli linkek valtozasaitntaillesztés (pattern match-
ing) hasznalataval. Ellentétben a legtdbb, manapdiegimazott predikcios
mechanizmussal, ehhez az eljarashoz nem szikségaskiggd eszkdz vagy
referencia pont hasznalata. Minden egyes ad hoc hattszah6pont folyama-
tosan méri a linkjei SNR (Signal to Noise Ratio — jel/zaquay) értékét. A
meérési zaj csokkentése egy megfeleld Kalman szégitsegével tortenik.
Amikor el6rejelzésre van szilkség, a csomopont aziktSNR értékek alkot-
ta mintahoz hasonlé mintakat keres az SNR mérésekatiaban normalizalt
kereszt korrelacié (normalized cross-correlationpitkazasaval. Az igy talalt
mintakat kovetd SNR értékek felhasznalasavakalikcio mar konnyen elve-
gezhet6. Amennyiben nincs az aktualis mintahoz edélggsonldé minta az
SNR mérések sorozataban, a predikcibhoz egy aut@srjtm alapuld mo-
dellt hasznalunk. Az XCoPred mechanizmus segitségika 2 dB pon-
tossagu elérejelzés is elerheté megfelel6 pataniieallitasok esetén. Tovabba
ennek a predikcids eljarasnak a hasznéalataval kigiggt PBS algoritmus
altal kivalasztott szerver halmaz stabilitasa tekilen is Ienyeges novekedés
figyelhetd meg, némely esetben akar 25 %-os is.

Es vegill, az dsszes emlitett algoritmust/eljaragag a PBS-t, NWC-t
és az XCoPred-et) implementaltuk és intenziv vizatgdnak vetettik ala az
‘NS-2’ halbzati szimulatorban. Ezen felul implemahitik ket mobil ad hoc
teszthalbzatunkban is egy tobbrésztvevés jatktlalazassal egyiitt.
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Chapter 1

Introduction

This chapter gives an overview about the content of thisghEBst, it pro-
vides the necessary information about the thesis contesdriténg the area
and motivating the research reported in this thesis, extagj the used tax-
onomy, and giving the problem statement. Then, the theais gad contri-
butions are summarized. And finally, the structure of thsithis presented.

1.1 Thesis Context

1.1.1 Motivations

The number of powerful mobile devices, such as laptops, RivAsart mo-
bile phones, with wireless networking support is constaimitreasing these
days. Direct communication between these devices makaggehange quick
and cheap leading to the formation of multi-hop, where diceanection is
not possible between the end nodes and intermediate nolpedetia delivery,
wireless Mobile Ad hoc NETworks (MANETS) [1]. In such netwsy the de-
vices communicate directly in a spontaneous, ad hoc manitieswt relying
on any pre-existing infrastructure or central adminigtrafcf. Figure 1.1).
MANETS historically were mainly propagated for situatidike disaster
recovery or military applications providing connectivitgtween the troops
on a battlefield. We expect, that in the near future the ad bomeunication
paradigm will be a useful way of data exchange in a broadgraraheveryday
applications. For example, distributed real-time appidces, such as multi-
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Figure 1.1: Mobile Ad Hoc Network

player games, document sharing, multimedia entertaineite-over-IP or
the so-called ‘edutainment’ area are the most attractindidates to be used
over mobile ad hoc networks [2]. Using MANETSs the users dovanke to be
continuously connected to infrastructure-based netw(silsh as GPRS [3],
UMTS [4] or WLAN [5]) to be able to communicate with other usgand
thus they do not have to pay for communicating via a netwodvider’s
infrastructure either. The exceptional feature of a moadehoc network is
that nobody owns it but everybody can be part of it. Furtheenan ad hoc
network can be easily created even where infrastructusecbaetworks are
hardly available, like in a mountain area or in a desert.

1.1.2 Terminology

To put MANETS into operation the participating nodes mugirapch each
other to be in communication range and organize themsep@saneously
into a multi-hop network. Moreover, they must provide datiaying and ser-
vice provisioning functionalities for distant nodes and aoly act as termi-
nals. In this context, we use the tesgrviceas a collection of useful functions
and procedures for the users implemented by the applicattars, in our ter-
minology the terms service and application have similarmrea For exam-
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ple, a file sharing service is a collection of file lookup/adigement and file
download/upload procedures implemented by a file sharipdjcgtion like
Kazaa [6]. To be able to find and use the services in the netveorkmon
service provisionindunctionalities, such as service description, discovery,
deployment and management, have to be implemented andiptbby the
nodes forming the ad hoc network. In our terminologgtvice description
specifies the role of the device in the service, and the fanstand connec-
tions of service elements to build the servi€ervice discoveriiandles ser-
vice advertisement if the node hosts a service, or servadalpif the node in-
tends to use a servicBervice deploymenbvers the creation, installation and
configuration of services. Angkrvice managemeperforms service mainte-
nance, which handlestate managememb synchronize the service state on
the different service nodes, service reconfiguration amditetion.

In this thesis, we mainly focus on service management isSlrese are
three basic models to implement the service managemernidasdn com-
munication networks, namely, treentralized the fully distributedand the
hybrid model [7]. In the centralized model, the so-calleient/serverar-
chitecture is used where the service client nodes connexsingle server
node which exclusively handles the service managemengsssthen it is
required, the clients send service state updates to theatediserver ma-
chine and the server, after completing the necessary catipuos, sends au-
thoritative service updates back to the clients. In theyfdistributed model,
which is the other end of the spectrum, the so-cgtleer-to-peearchitecture
is used, where the role of every node is equal (client ancesertvthe same
time) and the nodes implement the service managementémsdbgether, in
a distributed way. Each node maintains a local copy of theisestate and
informs every other node whenever the service state chaAges trade-off
between these two extreme solutions, the hybrid model bssone-based
architecture [8], where the network is divided into sepaeatnes and in ev-
ery zone a dedicated server node handles the service maeagigsues. The
zone server receives service state updates from its clextsging to the
zone and, if it is necessary, synchronizes the service isfatgnation among
the other zone servers which serve their clients with tHrmation.

1.1.3 Problem Statement

Using an appropriate service management architectureeimtbbile ad hoc
environment is crucial to help the spreading of MANETS inrgday life.
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This architecture must be able to cope with the inherentgntags of MANETS.
In general, a mobile ad hoc network consists of resourcet@ned (e.g.,
limited computation, storage and/or battery power) heten@ous devices
which can move freely and which organize themselves in ancadaay to
form a network. The communication links between the nodesiareliable
and error-prone wireless connections and there is no pabdleshed central
infrastructure to administer and manage such networks afttgtectures of
traditional service provisioning/management solutiossclin communica-
tion and data networks (e.g., Jini [9], UPnP [10], SDP [1Ha@®eleon [12])
are not well suited for MANETSs and thus it is difficult to addlpém for the
mobile ad hoc environment. Usually they are either basedhemréntralized
service management model using the client/server art¢hieeor the fully
distributed model using the peer-to-peer architecture 3tortcomings of
the client/server architecture are the low fault toleradae to the reliance
on a single, central server node and the limited scalahifitthe server. On
the other hand, the main drawback of the peer-to-peer apprigahe lim-
ited scalability due to the high communication overheadtafesmanage-
ment, though this architecture provides good fault toleeaproperties. As
a compromise, the hybrid service management model usingahe-based
architecture offers a high level of fault tolerance due t® ittherent redun-
dancy and provides much better scalability properties tharpeer-to-peer
architecture, thus it is well suited for MANETS.

However, the main challenge is the creation of the zones lamdelec-
tion of the zone servers in MANETS to be able to implement threezbased
service management architecture. This has to be carriethaut efficient
and distributed way. The number of zones has to be as smatissibte to
reduce the communication overhead of state managemen¢éetive zone
servers, but at the same time the most powerful nodes (coingesvailable
communication and computation resources) have to be useohasservers
and the client nodes in the zones have to be as close as possbally one
hop away, to their server node to keep the communicatiorydela This
latter condition is especially critical in case of real-¢impplications.

1.2 Thesis Goals and Contributions

The primary goal of this thesis is to help the implementatibnthe zone-
based service managementarchitecture in MANETSs and ttsigrdelevelop,
implement and evaluate new mechanisms, which can aid tlegeetfficreation
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of zones and the selection of zone servers. Moreover, teegheviability of
our concepts we intended to implement the developed mesiartbgether
with a demo distributed application in a mobile ad hoc testbe

To create the zones and select the zone servers we have pevelais-
tributed Dominating Set (DS) computation algorithm callRES (Priority
Based Selection) [13-15]. A Dominating Set is a subset ofjithph’s nodes,
such that all the nodes are either part of the DS or are djreotinected to
a member of the DS. Our PBS algorithm is a graph theory basszegdure
that computes an appropriate DS of the ad hoc network grapldistributed
manner containing nodes which can be used as zone serverslidifit nodes
one hop away from their zone server together with this serede form the
zones. This structure fits well with our requirements mergtabove to im-
plement the zone-based architecture. Moreover, to enseisntooth running
of the distributed application, the set of zone servers eshaintained and
recomputed on the fly when it is required (e.g., in case of agdtwopology
changes or link failures). PBS is the first algorithm, acawgdo our knowl-
edge, that offers continuous maintenance of the DS whendtveonk graph
changes dynamically. PBS shows a stable performance evaas@of high
node mobility, keeping the DS computation time nearly canist

To select the most powerful nodes as zone servers, PBS cempia
priority of the nodes which reflects from the viewpoint of aeagi service the
node’s available computation and communication resousnésits position
in the network. We have developed a mechanism called NWC ¢Ngeight
Computation) [16] to be applied in node priority compari$@sed on a set
of node parameters and the characteristics of the serviog bsed. NWC
computes the node weight, on which the priority comparisdreised, as the
weighted linear combination of the node parameters. Thampeter weights
are extracted from the so-called service profile. The roldhisf profile is to
reflect the characteristics and requirements of the givericge and it simply
contains the appropriate parameter weights which are ctedmr given by
the service designer in advance. As the technique to contipese parameter
weights we have applied factorial design which can be usethéservice
designer to create the service profile. With this technigeewere able to
assign the highest priorities to the best suited nodes farengervice type
and thus designate the most powerful nodes to be selectethaservers.

To increase the stability of the selected server set, takode mobility
into account is indispensable. High mobility of the nodes ossult in the
selection of unstable zone server set leading to frequemgds of the server
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nodes and thus frequent handovers of clients between thieimalko causes
high state management traffic overhead or even servicepdisru Mobility
prediction can mitigate this problem. It can help incredmestability of the
server set by predicting future changes of the network tpobnd using
this information in server selection. We have developed ehaeism called
XCoPred[17,18]to predict the variations of the wirelesg fjuality based on
pattern matching which can be exploited for mobility préidic. In contrast
to most of the mobility prediction techniques applied tqgdégoPred does
not require the use of any external hardware nor referenicegp&ach node
in the ad hoc network monitors the signal quality of its lin&obtain a time
series of link quality metric which is derived from the Sigt@ Noise Ra-
tio (SNR) measurements of the links. These measuremenfittared with a
Kalman filter to decrease the level of measurement noise nvihgrediction
is required, the node tries to detect patterns similar tethieent situation in
the history of its links’ SNR values and tries to obtain a dgiredictors. For
this purpose, the node computes the normalized crosskatiore between
the current pattern and the history of the links’ qualityorfarthe detected set
of predictors the most probable predictor is used as theigired of future
link quality. For cases where no predictors can be found, mpdyea fallback
solution based on an autoregressive model. Using XCoPigllyraccurate
link quality predictions can be achieved with around 2 dB lidcute aver-
age prediction error in case of appropriate parametengsttind scenarios
showing clear node mobility patterns. Moreover, integigtKCoPred into
the PBS algorithm we can improve the stability of the sekkstrver set and
decrease the number of zone server changes substantialbmie cases even
by approximately 25%. Note that extending XCoPred with mektopology
prediction features, e.g., using MDS (MultiDimensionaal8og) [19] on top
of XCoPred to predict topology changes, its applicabilibyld be substan-
tially increased from supporting routing decisions vidficaengineering to
even application layer usage in mobile ad hoc networks.

In summary, we make the following contributions in this tises

1. We design and develop a distributed Dominating Set coatiout al-
gorithm called PBS. This algorithm computes and maintaimappro-
priate DS of the ad hoc network graph based on node priorayfirly
distributed manner containing nodes which can be used &sssowers.

2. We design and develop a mechanism called NWC to calcutzde n
weight to be used in the node priority comparison of PBS. NEICle
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lates the node weight based on a set of node parameters ackahe
acteristics of the given service. It assigns the highesfrities to the

best suited nodes for a given service type and thus desijthetenost
powerful nodes to be selected as zone servers.

3. We design and develop a mechanism called XCoPred to halpase
the stability of the selected zone server set via predicK@oPred pre-
dicts the variations of the wireless link quality based ottgya match-
ing which can be exploited in assessing future changes afeheork
topology. Then, using this information in server selectioa stability
of the selected zone server set can be increased.

Moreover, all these algorithms/mechanisms, i.e., PBS, NAME XCo-
Pred, were implemented and investigated in the networklatmuNS-2 [20].
As a proof of concept, we also implemented them in our moldillecc testbed
together with a demo multiplayer game application.

1.3 Thesis Structure
The remainder of this thesis is organized as follows:

e In Chapter 2 (Service Provisioning in Mobile Ad Hoc Netwdrkse
survey the difficulties of service provisioning in mobile hdc net-
works and identify the different service provisioning pbasising a
sample mobile ad hoc application scenario. Moreover, wediuce
and briefly describe our service provisioning frameworKkezhlSIR-
AMON which accommodates and implements common serviceiprov
sioning functions for mobile ad hoc environments.

e In Chapter 3 (Dominating Set Based Service Management awhi
ture in MANETS), first we discuss the centralized clienwvseand the
distributed peer-to-peer architecture used today for é@mgnting ser-
vice management functions in traditional networks andouhtice the
zone-based architecture which is more suitable for MANHEiEstthe
previous ones. After that, we present our PBS algorithm weldped
for zone server selection. Moreover, we discuss our NWC iargsm
applied to compute the node weights for comparing nodeifigsrin
PBS.
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e In Chapter 4 (Mobility Prediction in Mobile Ad Hoc Networkd)rst
we survey the fundamentals of mobility prediction which ¢enex-
ploited in increasing the selected zone server set'’s gtabiihen, we
present our link quality prediction mechanism called XGmiPwe have
developed for mobility prediction in MANETSs. Moreover, weipt out
how XCoPred can be used in the PBS algorithm.

e In Chapter 5 (Implementation), we provide an overview alimwt we
implemented the algorithms and mechanisms being develdpealg
this thesis work to prove the viability of our concepts. Thglemen-
tation also forms the basis for our investigations and etan. Thus,
we first describe the implementation of PBS, NWC and XCoPn¢he
NS-2 network simulator. Then, we discuss their impleméuwrdh our
SIRAMON framework, pointing out the SIRAMON testbed we buil
and a demo application, a simple real-time multiplayer gaaléed
Clowns, which we implemented to demonstrate the usefuloieStR-
AMON.

¢ In Chapter 6 (Evaluation), first we present the specificaticampseudo
real-time multiplayer game what we have used as the testcapiph
in our simulations. After this, we show our evaluation of #BS al-
gorithm, the technique of service profile creation for no@ééght com-
putation using factorial design and simulations, and oafuation of
the XCoPred prediction mechanism together with its appécain
PBS. Moreover, we give a short, simulation based comparativdy of
the centralized client/server service management aathi the dis-
tributed peer-to-peer architecture and the zone-basédecture using
PBS.

¢ In Chapter 7 (Related Work), we give a brief overview aboetgtate-
of-the-art approaches related to our work. First, we priepegvious
work related to the selection of management nodes in MANEI a
compare these approaches to our PBS algorithm and NWC misohan
Furthermore, we discuss the most interesting proposateto mo-
bility prediction in mobile networks comparing them to ou€&Pred
prediction mechanism.

e Finally, in Chapter 8 (Conclusions) we recall the contexbof work
and briefly review our contributions. Moreover, we give dical as-
sessment of the achievements followed by a short discuabiout fu-
ture work.









Chapter 2

Service Provisioning in
Mobile Ad Hoc Networks

Service provisioning in mobile ad hoc networks faces spédfiéculties due
to the constraints of the ad hoc environment—such as lackmtfal infras-
tructure, high level of device heterogeneity, degree ofiliyghimited device
and network resources. In this chapter, we survey theseutfis and iden-
tify the different service provisioning phases using a dampobile ad hoc
application scenario. Moreover, we introduce and brieflgatébe our service
provisioning framework called SIRAMON (Service provigigrfRAMework
for self-Organized Networks) which accommodates and im@fs common
service provisioning functions for mobile ad hoc environtae

2.1 Sample Application Scenario

We use an imaginary scenario of a real-time multiplayer asteypgame in a
mobile ad hoc network to explain the different phases ofisemrovisioning.
A tourist, travelling by train, wants to spend his travel ¢éimlaying a
multiplayer computer game. To do so, he has a mobile devige glaptop)
with a game software installed on it. Some other passengetiseotrain are
supposed to possess also mobile devices that are able¢tydo@mmunicate
among each other and, at least, a couple of them are willimayp While
only some devices are capable to actively participate ig#mee, all may act
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as a relay to forward data. Since they have come close tageth®bile ad
hoc network has been setup spontaneously.

Upon establishment of the ad hoc network, the initiator cevadver-
tises the availability of a new application/service, ithe game, on the net-
work. When each of the connected devices is informed theirsusan decide
whether to join the game or not. Thereafter, the servicelwdlautomatically
deployed on the selected devices (and in the network) andahes can be
started. Further passengers are allowed to join (if the gdlows for late ar-
rivals) and leave the ongoing multiplayer game at any tinverEhe initiator
must be able to leave without interrupting the game sessiothé remaining
players.

2.2 Basic Assumptions

With regard to the network, the devices and the game apjgicate assume
some prerequisites. These are the following:

Mobile ad hoc network: The ad hoc network is connected and provides
routing functionality running an ad hoc routing protocohus, any node can
communicate with any other node in the network. Moreovetwoek re-
source discovery and management are also given (e.g., setcumaintain
multicast communication infrastructure if the network islticast capable).

Device:On every device an Operating System is running which indude
a Network Software part and a Device Resource Manager pagtNEtwork
Software handles data transfer, routing and network resadiscovery/man-
agement related issues. The Device Resource Manager msoguitt controls
the local resources of the device. Moreover, every devidariished with
our service provisioning framework (see section 2.4.1).

Game application: A multiplayer computer game is a multiuser applica-
tion, a group service. The players in the game world intenditt the game
objects and one another via their device running the gareatdioftware to
form the game story. Usually the player who collects the mostts or Kills
the most enemies wins the game. Today most of the multiplegeputer
games are implemented in a centralized manner followingclieat/server
model [7]. The game clients are connected to the game sehiehwontrols
the game running. However, in a mobile ad hoc network theme dedicated
game server node, thus one of the devices has to run the garae seftware
and thus host the game service, or the game control has toglenranted
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in a distributed manner and included in the game client so#wWe assume,
that the required software(s) to run the game is/are irstat least on one
device in advance before the ad hoc network is formed andtbge soft-
ware(s) can be distributed in the network and installed erother devices to
make them capable to join the game.

2.3 Phases of Service Provisioning

Analyzing the sample application scenario we can identi&following phases
of service provisioning.

In the first phase, the service to be provisioned has to befsgkand
named. We call this phasgervice Description The service specification
must be able to describe thele of the node in the service, thfenctions
of the service elements and tbennectiong@mong them. For example, in our
game service the specification has to describe the patiingpdevice’s role
(e.g., active player or auxiliary node which just aids theviee to run), the
device-level local view (the game is composed from movingyses with
music, sounds and voice requiring real-time interactiomfthe player, etc.),
and the network-wide global view (the device has to commatriceal time
with all other player devices, etc.) of the game.

When the ad hoc network is established, the initiator deftise host)
has toadvertisethe game service such that new participants can join. On
the other hand, the devices of the other passengers muskei® &dmkupthe
service before deploying and using it. This phase is c8leice Discovery
Mobile networks have special constraints which must beestdrd to develop
appropriate service discovery mechanisms. Usually, MABIEANnot provide
a permanent, central directory where the announced serwégebe registered
and from where the available services can be read out. Merethe service
hosting role can change dynamically in a mobile ad hoc greupice. For
example, in our scenario the initiator device hosted theegservice but when
it quits the game some other device has to take this role aviirole has
to be implemented in a distributed manner.

When the devices in the ad hoc network are informed aboutaheeger-
vice theService Deploymenphase is entered witlequesting, downloading,
installing, configuringandactivatingthe game software. Every device has to
accomplish these procedures separately but in a synclemzanner to get
a consistent state by when the game starts. In generalplgetezous devices
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form the ad hoc networks (e.qg., laptops, PDAs, mobile phpreggesenting
several different platforms. This requires all the portedsions of the service
software to these platforms or the service has to be implérden a platform

independent way.

After the game started the servig®intenance, reconfiguraticandter-
minationfunctions come to the front. We call this phaService Manage-
ment. In the course of service maintenance the dynamic adaptafithe
service to the resource variations must be assured. Therglayay experi-
ence frequently degraded performance of the service dugtandic changes
in network conditions (e.g., sudden drop in bandwidth whes af the player
devices moves away from the others hereby reducing its carmation ca-
pabilities) or other resources such as local computatioyeés and memory
space. Service reconfiguration takes place fundamentaliyé forms, lo-
cally and globally. We are talking about the former if a seevuser device
modifies the configuration of its local service instance.(esglecting a bet-
ter resolution for the pictures). In the latter, the netwaiikie global view of
the service session changes, for example, when a new plgsrthe game
session. Service provisioning must support global recarditipn. Service
termination can be considered as a special reconfigurdtiosdrvice device
stops running the service instance, such as the gameanitidien it quits the
game. This incurs also the release of the reserved resources

Dynamic adaptation to the resource variations and recarafiigun of the
service session demand continuous monitoring of the resswand the ser-
vice context. This comprises the gathering and transfaomaf resource and
contextinformation into an appropriate form which can bedess inputin the
aforementioned functions (e.g., in service maintenanceanfiguration).

Figure 2.1 depicts the logical/chronological sequencaeftinctions and
phases discussed above.

2.4 Generic Framework for Service Provisioning

After surveying the characteristics of service provisigin self-organized or
ad hoc networks we collected the discussed functions intengigc service
provisioning framework, called SIRAMON (Service provising fRAMe-

work for self-Organized Networks) [21-26]. Since thesections are to be
implemented in case of every application it is a reasonabéégd choice to
gather and implement them at one place in the form of a midaelframe-
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Figure 2.1: Sequence of Service Provisioning Functions

work. Hence, the application developers do not have to dehalthese com-
mon functions rather focus on only the application specificés.

2.4.1 SIRAMON, Our Service Provisioning Framework

Our service provisioning framework is based on a deceng&dland modu-
lar design. Every device runs an instance of SIRAMON whichdbas the
control and synchronization among the devices, as well. Mé&grated the
functions of the different service provisioning phasesuaésed above into
separate modules. This makes the framework generic gikimpassibility to
replace the functions of a module with others which may fitdyewith the
actual environment or the application’s needs. Moreoverga not want to
re-invent the wheel, thus with a modular design we can eadidgrate proce-
dures which have been already developed for given func{grh as service
discovery or service deployment).
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Applications
API towards Applications
4 SIRAMON
Service Specification
Management Interface to other
Middleware | Service Discovery | | Environment Observer |
SIRAMON instances
| Service Deployment | I Service Management |
API towards Network Software
and Device Resource Manager
—_ Network Software / Device Resource Manager —_—

Device OS / HW

Figure 2.2: Ad Hoc Device Model with SIRAMON

In our device model (see Figure 2.2), we introduced a managemid-
dleware layer where SIRAMON, integrating the service psmriing func-
tions, is located. This layer provides an API (Applicatiomgamming In-
terface) towards the device’s local and network resouradg@vards the ap-
plications. Moreover, it provides an interface to SIRAMQistances running
on other devices. As we mentioned above, the Network Softivandles data
transfer, routing and network resource discovery/managénelated issues.
The Device Resource Manager is responsible for monitazorgfolling the
local resources and mapping them to service elements. TheoNe Soft-
ware and the Device Resource Manager are not part of the SIBAfame-
work, rather they belong to the device Operating Systemhénfollowing,
we briefly describe the different SIRAMON modules.

Service Specification

The Service Specification module defines the service desctiiged in the
given service as we discussed in Section 2.3. SIRAMON is pnanhtded to
any specific service description technique. The only resmént is that the
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service descriptor must be able to describe the role of tde irothe service,
the functions of the service elements and the connectionsgthem. In case
of different type of services, it can be reasonable to uderdifit service de-
scription techniques if the other technique suits bettedéscribing the given
service. For example, a simple, location based service gengtwork printer)
can use an attribute-value based compound service dégaripethod [27].
In this case, the service is described by using a hierarchitribute-value
pair tree structure which reflects the location of the rese(ire., the printer).
On the other hand, a complex, distributed group servicdy asa@ multiplayer
game, can be more appropriately described by using a compbased ser-
vice description technique [21] in which the service is cosgd by simpler,
reusable service components in a well defined way. Howdwesérvice de-
scriptor should be carefully selected because it conettilite basis of service
provisioning and it is used in the course of the whole pravisig activity.

Service Discovery

This module covers service advertisement and service j[ppkacedures (see
Section 2.3). However, due to the lack of central infragtrtesthe traditional
central directory model [7] cannot be applied in ad hoc emvinents. One
solution is to replicate this directory on every device cected to the ad hoc
network [28]. This introduces synchronization and prop@ageoverhead to
maintain a consistent database on all the devices but makeses lookup
very fast and efficient. Another solution is to establish ecalbed virtual
backbone in the ad hoc network selecting some devices wtdach a copy of
the service directory [29]. The virtual backbone must behehle by every
other device (i.e., every device has to be able to reach st ¢ewe backbone
node within one hop). This approach slows down the serviokup and is
less efficient compared to the previous one. However, ibthices less ad-
ministrative overhead, but requires an extra procedurelecsand maintain
the set of virtual backbone nodes. In case of mobile ad haggapplications,
the latter solution seems to be a better choice, since theeteparticipating
in the given service constitute by themselves an overlayorét which can
be considered as part of the virtual backbone.

Service Deployment

Deploying a service, as we discussed in Section 2.3, regjthiefollowing
functions which are included in the Service Deployment niedu
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e Requesting and downloading the service software accotdithg spec-
ification;

e Discovering and gathering resources;
e Mapping the service specification to resources;

e Configuring the resources, installing and configuring the/doaded
softwares;

e Activating the service in a synchronized manner along whth ather
service participants;

¢ And handing the control on to the management module.

Traditionally, in infrastructure-based networks servitaployment con-
sists of two levels: the network level and the node level [B2iefly, on the
network level the participants of the service are to be exguland the re-
quired network resources to be discovered and selectetk sim the node
level the appropriate service components are to be deployede selected
resources. However, in ad hoc networks these two levelst&rclearly dis-
tinguished due to the lack of central infrastructure anchtiobile behavior of
the devices. It can easily happen that a previously seleetay node moves
away even during the deployment phase and another has ttelogesieon the
network level of the deployment activity. Thus, the netwarld node level
service deployment functions have to synchronize contislyoeach other
during the whole deployment phase.

The Service Deployment module has to tightly co-operath thie Envi-
ronment Observer for getting information about the avédabsources and
with the Network Software/Device Resource Manager for mapghe re-
sources to the service components.

Service Management

This module integrates the service maintenance, recoafigurand termina-
tion functions (cf. Section 2.3).

Service maintenance is responsible for the dynamic adaptatthe ser-
vice to the resource variations of the nodes in order to dpérthe user’'s
perceived service quality. Moreover, it has to keep up theahmrunning of
the service even in case of network topology changes cayssoile mobility
or link failures.
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Service reconfiguration, as discussed above, has two fuedahforms,
local and global reconfiguration. Local reconfiguratioretablace when the
context of the device changes or the service user intendsdiyrthe running
service session. In global reconfiguration, the networttenglobal view of
the service session changes (e.g., a new user joins). Thie&bktanagement
module gives support for global reconfiguration while loedonfiguration
is in charge of the application.

Service termination can be considered as a special forncohfguration
when a device stops running the service instance. All theratbrvice partic-
ipants have to be informed about the termination and thevedeesources
have to be released.

The Service Management module also has to tightly co-opevilh the
Environment Observer and the Network Software/Device ResoManager.

Note that in the rest of this thesis, we only focus on mechaniss (PBS,
NWC, XCoPred) what we have developed to aid the management dfs-
tributed applications in mobile ad hoc networks. These mecanisms have
been integrated into SIRAMON and implemented as part of the 8rvice
Management module. The detailed discussion of the other SUKRMON
modules is out of scope of this thesis, though in our SIRAMONa@dstbed
we implemented also these modules (see Section 5.2.1 andtifac.2.2).

Environment Observer

This module is responsible for monitoring the device resesiand the ser-
vice context. Resource and context information have to beeged and trans-
formed into an appropriate form, which can serve as inputfedeployment
and management modules.

2.5 Chapter Summary

In this chapter, we have surveyed the different serviceipiaving phases in
mobile ad hoc networks via a sample multiplayer game appdicacenario
and discussed their challenging aspects. Moreover, we intregluced and
briefly described our generic service provisioning framewealled SIRA-
MON which collects and implements the common service proriag func-
tions. More information about SIRAMON can be found on its lepage [30].
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The rest of this thesis covers only mechanisms we have dese o aid
the management of distributed applications in mobile adrtetworks. These
mechanisms, namely PBS, NWC and XCoPred, have been paiRANDN
and implemented in its Service Management module.









Chapter 3

Dominating Set Based
Service Management
Architecture in MANETS

An appropriate architecture is essential for implementgggvice manage-
ment functions in mobile ad hoc networks. In this chaptest, fire discuss the
centralized client/server and the distributed peer-t@ferchitecture and in-

troduce the zone-based architecture which is more suitablIANETSs than

the previous ones. After that, we present our PBS (Priorégdfl Selection)
algorithm we developed for zone server selection. And finai#& show our
NWC (Node Weight Computation) mechanism we are using to uentipe

node weights for comparing node priorities in the PBS altjoni.

3.1 Fundamentals

In the following, we discuss briefly the different servicemagement archi-
tectures which are used in the implementation of the semiaaagement
functions (see Section 2.3 for discussion on these fung}imncommunica-
tion networks nowadays. Moreover, we point out a hybrid ezbased archi-
tecture proposed for mobile ad hoc environments and it§oalto Dominat-

ing Sets. Then, we give a short explanation of the notatiosdefinitions

relevant to our proposed Dominating Set computation atigiri
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3.1.1 Service Management Architectures

Today’s service management architectures in infrastradbased networks
are following two fundamental models: the centralizecerdiserver and the
fully distributed, peer-to-peer model. However, the migjoof the manage-
ment architectures uses the client/server model [7].

In case of theclient/server basedrchitecture, every service client node
connects to a single central server machine that exclyshasidles the ser-
vice management issues. When it is required, the clientd service state
updates to the dedicated server node and the server, aft@teting the nec-
essary computations, sends authoritative service upbatdsto the clients.
The main problems with this model, which make it unsuitabl®¢ used in
MANETS, are reduced fault tolerance (a centralized semprasents a sin-
gle point of failure), limited scalability (computationébandwidth problems
may arise if too many service clieftare connected to the dedicated server
node and the management of the given service is computaticonemuni-
cation intensive) and required central administration.

The fully distributedpeer-to-peerarchitecture follows the opposite phi-
losophy. Here each node maintains a local copy of the sestate and in-
forms every other node whenever the service state changtstiig archi-
tecture, a good fault tolerance level can be achieved bedhaee is no single
point of failure. However, this architecture suffers framited scalability (as
everybody communicates to everybody else, the bandwidtomputation
resources required at the nodes can be pretty high) and mmzhtion is-
sues.

As a compromise between these two extreme solutionszahe-based
service management architecture proposed in [8] providebast, redun-
dant client/server model that is more appropriate for thdile@ad hoc en-
vironment. In this approach, some nodes act as zone semersach zone
server is in charge of a small group of clients. For efficieregsons, this
group should be close to its zone server. The zone serveivescgervice
state updates from its clients belonging to the zone andsifiecessary, syn-
chronizes the service state information among the othee senvers which
serve their clients with this information. When a zone seteses connec-
tion, shuts down or disappears its clients still will be abl&eep running the
service by reconnecting to another zone server. The zowersare topolog-

1A few dozen clients, depending on the application, can direwverload a server node in a
mobile ad hoc environment.
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ically distributed across the network and the clients cehte their closest
server. Figure 3.1 shows an example of the zone-based sendnagement
architecture in which each group has its own zone servereNo8 and 4 are
connected to zone server 2 while node 6, 7, 8 and 9 are comhtectne

server 10.

Zone B

S - -
. Zone Server —_—— Wireless connection
QO ctient - — — — Logical link (Client to Server)

............. Logical link (Server to Server)

Figure 3.1: Zone-Based Service Management Architecture in MANETS

However, the zone server nodes must be selected carefdithanselec-
tion must be maintained even in case of changes in the netwpdtogy or
the available resources. Since there are no dedicated eorer sodes in mo-
bile ad hoc networks, the most powerful user devices (coregravailable
computation and communication resources) also takingaotount their po-
sition in the network should act as zone servers and run tiverssoftware.
On the other hand, the client nodes should be close to thag gervers to
decrease the latency of their responsiveness. Thus, wedearedoped a dis-
tributed Dominating Set (DS) computation algorithm callRES (Priority
Based Selection) for selecting the zone server nodes betheDS struc-
ture fits well with these requirements. In this sense, an athkbtwork can be
considered as a graph and the problem can be mapped intortiputation
and maintenance of an appropriate Dominating Set of thigtgcantaining
the most suitable (most powerful with ‘good’ position in thetwork) nodes.
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3.1.2 Dominating Set Related Notations, Definitions

For sake of simplicity, we assume symmetrical communigdiiks between
the neighboring nodes in the wireless ad hoc netddrkthis case, the net-
work topology can be modelled as a Unit Disk Graph (UDG) [G1V,E),
which is defined by a sa&t of vertices (nodes), and a detof edges (links).
In this graph, there is an edge between two nodes if and otihgif distance
is at most one (they are in communication range).

A Dominating Set and its different variants can be definedHtas:

Dominating Set (DS):A Dominating Set of a graph G = (V, E) is a subset
SCV of the nodes such that for all nodes V, eitherv € Sor a neighbou
of vis in S. For example, in Figure 3.1 node 4 and 10 form a DS of the given
network graph.

Connected Dominating Set (CDS)if the nodes of the subs&form a
connected subgrapB,s spanning a Connected Dominating Set.

Minimum Dominating Set (MDS): A Dominating Set is called a Mini-
mum Dominating Set if the number of nodesSis minimal. Note that finding
a Dominating Set of minimum size is an NP-hard problem [32].

Node Weighted Dominating Set (NWDS)1f the nodes have weights, a
Node Weighted Dominating Set is a subSaif the nodes which is selected
based on the node weights and forms a Dominating Set of thagra

A Dominating Set computation algorithm can be evaluate@ting to
some quality and construction cost factors. The qualityoiscare:

e Connected: This property indicates whether the Dominating Set is
connected or not. Note that it is not always a requiremenetagon-
nected DS (it depends on the application for which the DSii§)bu

e Approximation: As already mentioned, to find an MDS is a classical
NP-hard optimization problem and we have to use heuristicapt
proximate it. The approximation factor is defined as theorafi the
computed Dominating Set's size to that of the MDS:

IDS
|DSvips|

2|f this is not the case and the links are asymmetrical, theorttopology has to be modelled
by using directed graph which makes the network topologydliragy more complex. However,
our PBS algorithm works even in this case though it may compuge Dominating Sets, e.g.,
selecting all the nodes in the network as dominators.

= Approximation (3.2)
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where|DS is the number of nodes in the DS afitbyps| is the number
of nodes in the MDS, respectively.

The construction costs can be characterized by:

e Time Complexity: The time complexity is measured in rounds as it is
usual in DS computation algorithms. One round consists disg a
message, receiving a message and some local computatianthigo
rounds are synchronized via the network is an implememtésue. In
the implementation of our PBS algorithm, we use periodigé&imes-
sages for monitoring the neighborhood of the nodes (thistaymizes
the starting time of round execution at the different nodasyl timers
to execute the different parts of the round. For more desaidésChapter
5 and Appendix B.

e Message ComplexityThis factor indicates how many messages with
what size have to be sent.

3.2 Zone Server Selection

This section describes first the assumptions and requiresnf@rzone server
selection in an ad hoc network based on building a Domin&itg Then we
present PBS, our zone server selection algorithm togethiibrsame exam-
ples.

3.2.1 Assumptions

Our assumptions consider some prerequisites for the nktavat the nodes
themselves. These are the following:

Connected ad hoc network:The ad hoc network consists of several
nodes that span a connected network. Thus, any node can auoatawith
any other node in this network using a routing protocol.

Existing routing functionality: We assume that there is a running routing
protocol that provides routing functionality and guarast¢hat every node
knows its neighbors and is able to detect new nodes and nbdekeft the
network.
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Unique node ID: Every node has a unique integerilfhat is used as a
final tie breaker in the zone server selection procedurbgifeixpected deci-
sion cannot be made based on the other metrics (see lategs$dene, that
the nodes can get/generate this ID automatically.

Weight assigned to every nodetn addition to the node ID, every node
has a positive real number as node weight (assigned or gedexatomat-
ically, see Section 3.3 for our weight computation methad)well. This
weight indicates the node’s capability to act as zone seamershould be
based on the available node resources (e.g., CPU power, mammaining
battery power), the node’s mobility and link connectivitydicating the qual-
ity of links that a server can offer to its clients). In gerigadaptop is better
suited to act as zone server than a mobile phone due to its pooverful
resources.

Co-operative behavior: Furthermore, for sake of simplicity we assume
co-operative behavior from every node, similarly to offeriouting function-
ality to other nodes, as a social contribution. Thus, eveenis assumed to
contribute to a service (e.g., can be selected as zone yexr if the node
is not participating in the specific service session itselfalient. If this is
not the case in a given MANET, the nodes participating in #reise form an
overlay network, and this overlay can be considered insté#ue underlay-
ing physical network. To build this overlay an appropriaggmbor discovery
mechanism has to be implemented instead of using the cavibeirtforma-
tion gained from the physical network.

3.2.2 Requirements

Our requirements concerning the properties of the DS thatldibe built and
the algorithm that determines the DS are the following:

Node weighted DS:As a first priority, the DS should consist only of
nodes that have high weights, hence are better suited ts aoh& servers. If
there are several nodes with the same weight, those nodekidi®chosen
that give a good Minimal Dominating Set (MDS) approximation

The minimum number of nodes in the DS must be at least twoFor
every network topology, even for fully connected (meshpbsa there must

3This ID can be used as the node’s name/network address, tweewdr, this is not necessar-
ily the best solution. There are a number of other approathésndle the naming/addressing
issue in mobile ad hoc networks, e.g. see [33] or [27], whigh provide also interoperability
between different network clouds.
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be at least two nodé#n the DS for fault-tolerance and redundancy purposes.

Good MDS approximation: With the increasing number of zone servers,
the produced overhead as needed for consistency and syiwdtion mech-
anisms will increase as well. Therefore, the built DS shdwade a good ap-
proximation of the MDS. But note that choosing nodes witthhigeights will
be prioritized over the requirement to get a good MDS appnaxion.

Completely distributed: The algorithm has to run locally on every node
in a distributed manner because there is no pre-establisfradtructure in
mobile ad hoc networks that can be used for central adméistr.

Low time complexity: The time complexity that is measured in rounds is
to be kept low.

Low message complexity:The message complexity (number of mes-
sages per round and their size) is to be kept also low for gaeisources.

Included mobility maintenance: The algorithm has to provide mobility
maintenance and react properly to links going down or corindgf nodes
are moving around or joining/leaving the service session.

3.2.3 Periority Based Selection Algorithm

Providing support for a zone-based service managemeritertire and for
the selection of zone servers we have developed a DS coriguugddgorithm
called PBS (Priority Based Selection) [13-15].

Quite a few DS computation algorithms have been alreadyldegd
(see Section 7.1.2), however, PBS is the only one, accotdiogrr knowl-
edge, that offers continuous maintenance of the DS whenetveonk graph
changes dynamically.

The PBS algorithm compares the priorities of the differentles and
chooses the highly prioritized nodes into the DS which vatlas zone servers.

Notations, Definitions Used in PBS

In our algorithm, we are using the following notations anéirdéons:
Status: A node can have one of the following states:

e DOMINATOR - The node is in the DS and will act as a zone server.

40f course, one can chose any higher number here. We havéeskieo because in this case
a minimum level of fault-tolerance can already be achieved.
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e DOMINATEE - The node is notin the DS but is covered by one orenor
DOMINATOR nodes (it has at least one DOMINATOR neighbor).

o INT_CANDIDATE - The node patrticipates in the service as a client
(e.g., as a player in the game) and still does not have a DONIONA
or DOMINATEE status but it is an internal candidate to became of
them.

e EXT_CANDIDATE - The node does not participate in the service as
a client but based on the co-operative behavior assumtismpossi-
ble that the algorithm chooses the node as DOMINATOR intdiBe
Thus, the node runs the service server software (e.g., tine garver
software) and is considered as an external candidate famtiag a
DOMINATOR.

Inthe beginning, every node has an INCRNDIDATE or EXT_CANDI-
DATE status depending on whether the user of the node wamiarto
ticipate in the service as a client or AoThe task of the algorithm is
to put at least every INICANDIDATE node of the graph into either
DOMINATOR or DOMINATEE status.

Span:Thespar(v) of a nodev is the number of INTCANDIDATE neigh-
bors (including itself).

Fully connected node:lf a node has a link to all other nodes in the net-
work, the node is fully connected.

Leaf node: A node having degree 1 is a leaf node.

Neighborlist: Every node is tracking a neighborlist that contains all+ele
vant information about the node’s neighbors.

Coverage:All the nodes that are directly connected to a DOMINATOR
node are covered by this node. Every DOMINATEE node is cal/éreat
least one DOMINATOR node.

Dominating Set Computation

Building a DS using the PBS algorithm is based on comparimgifies. A
node has #&igher priority than another node if

5Note that we have only INICANDIDATE nodes in the graph if our co-operative behavior
assumption does not hold and the overlay network of senlieatmodes has to be considered
instead of the physical network (see Section 3.2.1).
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1. the node has a higher node weight;

2. if tie: the node has a higher span value;

3. iftie: the node has more neighbors with DOMINATOR status;
4.

if tie: the node has a lower node ID.

The node weight indicates the node’s capability to act ag aenver and
having high weighted nodes in the DS has the highest preferd@ihe span
value is an indication of how many INCANDIDATE nodes will change into
DOMINATEE status if this node becomes a DOMINATOR and is uaethe
second criterion leading to a better MDS approximationeNbat if all nodes
have the same node weights and their priority decisionsasedon the span
value, our algorithm becomes quite similar to a greedy DSpmdation algo-
rithm [34]. If no decision can be made based on the span viileasumber of
DOMINATOR neighbors will be considered. It is reasonablén&ve as few
hops as possible between the DOMINATOR nodes due to the stensy,
synchronization and the according messages exchange nigtisarequired
by the applications. The final tie breaker for comparing itis of different
nodes is the node ID which is unique within the network. A nadté lower
node ID has higher priority.

The choice of the criteria and their order to compare theripiés of dif-
ferent nodes are based on the discussions in the previosedidns. They
are influencing the quality and property of the DS built by #RS algo-
rithm. An advantage of our algorithm is that the Dominatire ® be built
can be influenced purely changing the criteria and theirrofete example,
if it is important to get a connected DS fast the criterionattithe number
of DOMINATOR neighbors (Criterion 3) can be put at the topd &ne algo-
rithm constructs a connected DS. In this case, no computsmigs with the
highest weights will be chosen into the DS.

The logic of the PBS algorithm is illustrated in Figure 3.2heTblack
boxes contain the conditions for the different branched, the grey boxes
indicate the status of the node at the given point. Moreavsting 3.1 shows
the pseudo code of the algorithm.

PBS is performed in rounds. Every round consists of thrgessgich as
sending the own neighborlist to the neighbors, receivirighteorlists from
the neighbors and recalculating the own status. Based ameilyaborlist ex-
change, every node has knowledge about the network topalpdy a dis-
tance of 2 hops and is therefore able to determine the nodbgive highest
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EXT_CANDIDATE
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Figure 3.2: Flow Chart of the PBS Algorithm

priorities. In the beginning, the rounds are performed ag s there are any
INT_CANDIDATE neighbors left within the distance of 2 hops. Aft&rds,
a node starts a round again, if it detects lost or new linketoesneighboring
nodes. Every node set its initial status to EXRANDIDATE when it joins
the ad hoc network. If the node wants to join a service ses#tichanges its
status to INTCANDIDATE and starts sending its neighborlist.

After this, a round of PBS can be summarized as follows:

Step 1:Send neighborlist to all neighbors;

Step 2:Receive neighborlist from all neighbors;

Step 3:Determine status:

o |f the node’s status is INICANDIDATE:

— change status to DOMINATEE if at least one neighbor has DOM-
INATOR status (sNei ghbor ( DOV NATOR) ==t r ue).
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— change status to DOMINATOR if

x the node has the highest priority among its 1-hop IGANDI-
DATE neighbors and the neighbors of these IRENDIDATE
nodes which are two hop away from the original nddeypest -
Priority);

x the node has a leaf INCANDIDATE neighbor, i.e.,an INT
CANDIDATE neighbor node with degree igvelLeaf Nei ghbor );

x a DOMINATOR neighbor reported fully connected statiud ( -
connect ed_r epor t ed).

If the node is fully connected and changed to DOMINATOR,
check the number of other DOMINATOR nodes among its neigh-
bors. If there is not any other DOMINATOR node set the ‘full-
connected’ flag in the neighborlist that is sent to the nodk thie
highest priority among its 1-hop neighborggort _f ul | connec-

ed(v)).
o [f the node’s status is DOMINATEE or EXCANDIDATE:

— change status to DOMINATOR if

x the node has the highest priority among its 1-hop IGAN-
DIDATE neighbors and their two hop neighbots ¢hest -
Priority);

x the node has a leaf INCANDIDATE neighbor pavelLeaf -

Nei ghbor);

x atleast one DOMINATOR neighbor reported fully connected
status {ul | connect ed_r eport ed).

If the node is fully connected and changed to DOMINATOR,
check the number of other DOMINATOR nodes among its neigh-
bors. If there are not any other DOMINATOR node set the ‘full-
connected’ flag in the neighborlist that is sent to the nodk thie
highest priority among its 1-hop neighborggort _f ul | connec-

ed(v)).
o |f the node’s status is DOMINATOR:

— change status back to DOMINATEE if there is another DOMI-
NATOR node with lower node ID covering the same set of DOM-
INATEE nodes (i s_still _required).
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myStatus = INTCANDIDATE or EXT_CANDIDATE
do until (all_.neighborsdetermined){

sendneighborlist; /I Step 1
receiveneighborlist; // Step 2
/I Step 3

if (myStatus==INTCANDIDATE) {
if (isNeighbor (DOMINATOR)==rue) {
my Status=DOMINATEE;
updateCommonNeighbors;

if (highestPriority ||
havelLeafNeighbor| |
fullconnectedreported) {
my Status=DOMINATOR;
if (fullconnected) {
v=neighborWithHighestPriority ;
reportfullconnected (v);
}
}
} else if(myStatus==EXTCANDIDATE ||
my Status==DOMINATEE) {
if (highestPriority ||
haveLeafNeighbor||
fullconnectedreported) {
my Status=DOMINATOR;
if (fullconnected) {
v=neighborWithHighestPriority ;
reportfullconnected (v);

}

} else if(myStatus==DOMINATOR) {
if (lis_still_required) {
my Status=DOMINATEE;
}

Listing 3.1: Pseudo Code of the PBS Algorithm
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Special Cases

A node will change to DOMINATOR not only if it has the highesiqity,
but also if it has a leaf INJTCANDIDATE neighbor (because this node is
the only choice to cover the leaf node), or a neighboring DRMIOR set
a ‘fullconnected’ flag in its sent neighborlist. This flag ised to fulfill the
requirement of having always minimum two nodes in the DS ma#igas of
the network topology (in small, mesh networks this requiatwould not be
met just using a general DS building algorithm). For exametasider the
simple network topology shown in Figure 3.3 consisting afrffaodes. The
numbers inside the circles represent the node IDs sinceutmbers outside
indicate the different node weights. All the nodes have IGANDIDATE
status.

Figure 3.3: Graph with 2 Fully Connected Nodes

Based on the node weight and on the higher span value nodechaiiige
its status to DOMINATOR in the first round of the algorithm.the second
round, all other nodes change to DOMINATEE and without tleuneement
of having a minimum number of two zone servers the DS buildilggrithm
would stop. A node can easily detect whether it is fully carted or not by
receiving the neighborlist from the neighboring nodesdifi@ of these nodes
has a neighbor that is not already an own neighbor, then the ieofully
connected. Being such a fully connected node has one bigitah@because
this node knows the whole network topology. Therefore, ifillyfconnected
node is selected as DOMINATOR it checks its neighbors wirdtiere are
other DOMINATOR nodes among them. If not it determines theéewith the
highest priority among its neighbors and sends in the naxtddhe neigh-
borlist with the flag ‘fullconnected’ that forces the sekxtneighbor node to
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join the DS, as well. In the considered example in Figure &ty switching
to DOMINATOR in round 1 node 1 set in round 2 the ‘fullconnettitag to
node 2, because it is the node with the highest priority antbageighbors
of node 1. Thus, node 2 will also switch to DOMINATOR in the hesund
forming a DS with 2 nodes as shown in Figure 3.4.

2

2
O (3)

™ —
IR o

Figure 3.4: Chosen DS for the Graph with 2 Fully Connected Nodes

Mobility Maintenance in PBS

An exclusive advantage of the PBS algorithm is that it cactreanode mo-
bility. If a node leaves or joins the network, or if it simplyoves around,
this leads always to changes in the status of some links ($okweare go-
ing down or coming up). If a node detects new or lost links itl wiart
a new round of the algorithm to distribute the informatioroabthe link
changes and to determine possible new ISANDIDATE nodes. Note that
a DOMINATEE node that lost a connection will check first whestthere is
a neighboring DOMINATOR node left. If not it switches its &ta back to
INT_CANDIDATE before exchanging the neighborlists (if requirtor the
application, the node may connect to the closest DOMINAT @Benknown
from its neighbors for the recomputation period). Simitad DOMINATOR
node checks first whether there are DOMINATEE neighbors &ft will
change back to DOMINATEE if only DOMINATOR but no DOMINATEE
nodes are left in the neighborhood.
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DS Computation Example Using PBS

In Figure 3.5, a general graph is shown. The numbers insileithles rep-
resent the node ID and the numbers outside the node weighdsgvene that
in the beginning all nodes but node 7 and 9 want to join theisersession.
Thus, every node has INCANDIDATE status except node 7 and 9 that have
EXT_CANDIDATE status. Note that in the figures INCANDIDATE nodes
are white, DOMINATEE nodes are grey, and DOMINATOR nodeskdagk
colored. EXTCANDIDATE nodes have grey dashed circle. The following
actions will take place using the PBS algorithm:

3 3 4 3 2
W '7\\1
1 @ ® O, 5
2 3 2 2 3

Figure 3.5: Example Graph

Round 1: All nodes send their neighborlist to all neighbors. Based on
this list node 8 will change to DOMINATOR because it has thghleist node
weight among its neighbors and therefore the highest pyi®&imilarly, node
1 changes to DOMINATOR because its neighbor, node 0 is a ledé¢ in the
graph and can only be covered by node 1.

Round 2: Node 1 and 8 inform their neighbors via sending neighborlist
that they changed to DOMINATOR. Upon receiving this messabeeigh-
boring INT_.CANDIDATE nodes (node 0, 2 and 3) change to DOMINATEE.
This situation is outlined in Figure 3.6.

Round 3: The neighborlists will be exchanged again. Based on thidgeno
5 gets now the information that node 8 changed to DOMINATORe fiode
with the highest priority that can cover the remaining ISANDIDATE
nodes has to be determined once more. Node 7 and 5 have nowartiee s
highest node weight, and the same span value. But becauge/bds 1
DOMINATOR neighbor it has higher priority and will change B®MINA-
TOR. Note that node 7 is actually not participating in thev&er session, but
due to the co-operative behavior assumption it still caraacone server.
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Figure 3.6: Situation After 2 Rounds

Round 4: Nodes 4, 5 and 6 get now the information that node 7 changed
to DOMINATOR and they will switch to DOMINATEE.

As long as the nodes do not move around the DS is built and, thsexii
in Figure 3.7, nodes 1, 7 and 8 will act as zone servers in thengietwork.

3 ;1 4 3 2
W QQ

2) 3) &), S

2 3 2 2 3

Figure 3.7: Chosen DS by the PBS Algorithm

3.2.4 Analysis of the Priority Based Selection Algorithm

In the following, we analyze the correctness and perforraasfcthe PBS
algorithm based on the requirements we defined in Sectio8.3.2

Node weighted DSPBS compares priorities to build the DS and the first
criterion to get a high priority is the weight of the node. Téfere, only nodes
with high weights will be chosen into the DS.

The minimum number of nodes in the DS must be at least twolt is
guaranteed that there are at least two DOMINATOR nodes fpmatwork
topology (of course, the network should consist of at least hodes). If
there is a fully connected node, this node will force anotiate to turn to
DOMINATOR status if required. If there is no fully connectadde in the
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graph withn nodes, the maximum possible degree for a node-. This
means, that if a node changes to DOMINATOR status, thererigmim one
node left that will not be covered by this node, and a secon/IMATOR

node will be determined by the algorithm.

Good MDS approximation: The approximation factor of the PBS al-
gorithm is strongly influenced by the distribution of the Bodeights. In
the worst case, the nodes with the lowest span values wit tiz& highest
node weights deteriorating the approximation factor. Ifreldes have the
same weight or the nodes with the highest span values alsothavhigh-
est weights, the span value will determine the priority estwthe different
nodes. This is similar to a greedy algorithm [34] and the apionation factor
at the beginning of the algorithm isgA, whereA is the maximum node de-
gree in the network graph. During the service session duede mobility the
approximation factor can change and become worse, bedagsdgorithm
tries to keep the existing DS even if there could be a bettelSMIDproxi-
mation achieved. However, we consider zone server chamgeha required
transfer of the service states as a more expensive solltionhaving some
additional servers.

Completely distributed: The decisions of a node to turn to DOMINA-
TOR or DOMINATEE status are only based on the received in&diom by
exchanging the neighborlists with the direct neighboraisTithe algorithm is
completely distributed and runs locally on every node.

Low time complexity: The required number of rounds to determine the
DS can be rapidly reduced if as many nodes as possible camgetisom
INT_CANDIDATE status to either DOMINATOR or DOMINATEE status
per round. However, there are some worst case scenario® wheehigher
priority can only be determined by comparing the node ID3s fieans that
the DOMINATOR nodes have to be chosen step by step. For exaingtig-
ure 3.8 a fragment of a network graph is shown, where all nbdes the
same node weight and all edges are identical. At the bedginmith nodes
have INT.CANDIDATE status. The white numbers in the black boxes show
the current span values of the nodes. In this case, therehsia of nodes
whose priorities can be compared only based on the unique lisd

In the first round, node 2 declares itself as a DOMINATOR beeaiti
has the lowest node ID among the nodes with span value 3. Isebend
round, node 1 and 3 change to DOMINATEE. In the third roundjend
gets the information about the new status of node 3. Node &greees the
situation as shown in Figure 3.9 only in the fourth round amaingyes itself to
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Figure 3.8: Worst Case Scenario Concerning Time Complexity

DOMINATOR because it has the lowest node ID among the remginodes
with span value 3.
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Figure 3.9: Situation in the Worst Case Scenario After 3 Rounds

This means that before node 5 as the next DOMINATOR can be de-
termined 3 rounds have been required. During this time 3 si@tianged
their status from INTCANDIDATE to either DOMINATOR or DOMINA-
TEE. Therefore, in the worst case when a graph consists drdyah frag-
ments shown in Figure 3.8, the PBS algorithm can be upperdealibyO(n)
rounds.

In general, if

DEG= {degVvi),...,degVn)} (3.2)

is the set of the different node degrees in a graph, and

0 =min(DEG\{deqVi)|degVvi) = 1}) (3.3)

the minimum degree (excluding degree 1 for leaf nodes), aisdassumed
that in the worst case

YW eV, deqgvi)=29 (3.4)

then it is possible to chang@%:—l nodes from the INTCANDIDATE status to
either DOMINATOR or DOMINATEE in one round. Therefore, int&b

n 3
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rounds are needed for determining all nodes and the time leaitypcan be
upper bounded b@®(n).

The required time for building the DS is influenced by the wae hode
weights are assigned and the span values that the nodes iglthweight
have. In the best case, already in the first round DOMINATOBeascare de-
termined that cover all remaining nodes. Then the PBS dlgarrequires
only 3 rounds to determine the status of all the nodes: In teerfound, the
nodes exchange their neighborlists and some of the hodegeta DOMI-
NATOR. In the second round, the remaining nodes change to DIAVEE
and finally, in the third round every node recognizes thatatles changed to
either DOMINATEE or DOMINATOR. Therefore, the time complgxcan
be lower bounded b@(3).

Low message complexityin general, every node sends a neighborlist
to its neighbors and every node can have maxinduneighbors. Therefore,
per roundAn messages will be sent, and the message complexity can be up-
per bounded byD(An). Note that this bound can be drastically reduced, if
the different nodes are connected via a broadcast mediwmitilcase of
WLAN [5]. In such a medium, all nodes that are in the transioissange
of a certain node can receive all messages from this nodewuBeca node
sends the same neighborlists to all its neighbors, it is ghta send the mes-
sage once to the broadcast address with the TTL (Time To ffiiel) set to
one. For a broadcast medium the message complexity can lee bppnded
by O(n) messages that need to be sent per round. In general, onlpdes n
that detected new or lost links and their neighbors up to e of 2 hops
will exchange neighborlists. The upper bounds will only lokiaved at the
beginning of the algorithm and if all nodes need to updati tieghborlists
due to mobility maintenance.

The size of a message is determined by the number of enttiles imeigh-
borlist. A neighborlist contains for all neighbors and thela itself an entry
and its size can be upper bounded®k(A + 1)) bytes, whereak repre-
sents the size of an entry in the neighborlist in bytes. Thestdoound of a
message size @(k(d+ 1)). These bounds can be decreased as well, if only
incremental updates are sent instead of sending alwaystheefghborlist.

Mobility maintenance: The algorithm can react to links that are going
down or coming up. If a node detects new or lost links it wiirshew rounds
of the algorithm to distribute the information about theklichanges and to
determine the status of possible new UICTANDIDATE nodes.
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Summary of the PBS Algorithm’s Analysis

Table 3.1 gives a summary of the PBS algorithm’s analysishéntable,n
indicates the number of nodesthe maximum degree in the network graph,
andk is the size of a neighborlist entry (in bytes).

Property Value
MDS Approximation O(logh)
Time Complexity [round] Upper boundO(n)
Lower boundQ(3)
Message Complexity
Messages per round O(n)
Message size per round [byte]Upper boundO(k(A+ 1))
Lower boundQ(k(d+ 1))
Connected DS No (optional)

Table 3.1: Summary of the PBS Algorithm’s Analysis

3.3 Node Weight Computation

In this section, after describing the assumptions and rements concerning
our NWC mechanism we present NWC what we have developed tputem
node weights being used in the PBS algorithm’s node priaotyparison.

3.3.1 Assumptions and Requirements

Besides the assumptions and requirements we defined irB8&:2.1 and
Section 3.2.2 we consider some additional prerequisitethéoweight com-
putation:

Local resource/parameter valuesEvery node is able to extract/collect
all the necessary information related to its local resoparameters, such as
CPU, memory, battery capacity and load.

Link quality information: The nodes are able to collect link quality in-
formation of their links from their network interface deggmeasuring the
links’ SNR (Signal to Noise Ratio) values.
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Service profile:In case of various service types, differentimportance lev-
els (parameter weigtfisare to be assigned to the same parameter set, which
is called service profile. Since this profile is created bysthivice developer,

a mechanism has to be developed aiding the service devsliopiis proce-
dure. Moreover, we assume that the service descriptionrdenti[21] used
in SIRAMON has an entry with the service profile.

3.3.2 Node Weight Computation Mechanism

To provide a systematic way for computing node weights to delun the
PBS algorithm, we have developed a mechanism called NWCeNéight
Computation) [16].

The few mechanisms existing today (see Section 7.1.3) ulseaosim-
plified heuristic to classify/weight the nodes in the netkvdn these mech-
anisms, just one or very few node properties are taken intowatt aiming
to achieve a specific objective (e.g., compute a good MDScxpiation or
minimize energy consumption).

However, different services have different requiremdntslWC, several
node properties/parameters are used to accomplish thewsidht compu-
tation. In case of each service type, the most importanteptims from the
viewpoint of the service are considered with high parametEghts result-
ing in the best suited DS selection for the given service.

Node Parameters

The parameters of the node reflect the node’s capabilitiesctcas zone
server. In NWC, we consider the following five parametersigea into three
classes:

Processing Power:

CPU - It represents the available CPU capacity of the node. Tdmis c
be important for computation intensive services.

Memory - It represents the available memory capacity of the node.
This also can be important for computation intensive sestic

6Note that the parameter weight and the node weight are eliftehings. NWC computes
the node weight as the linear combination of the node parmiein this computation, every
parameter is weighted by its own parameter weight extrefcted the service profile.
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Energy:

Battery - Represents the available energy level of the node. This pa-
rameter allows the selection of nodes with long life time.

Connectivity:

Link quality - The link quality parameter represents the quality of
the wireless connections between the node and its neighfitss
parameter can be important for communication intensivaces.

Position - The position parameter is related to the number of neigh-
bors the node has (node degree). This reflects the nodeguaisiti
the network.

The parameter values are computed in the following way:

Pepu(t) = 1 — loadcpu(t), (3.6)

whereloadcpy(t) is the actual fraction (between 0 and 1) of the node’s CPU
load. TheCPU parameter value is time dependent and nodes with higher CPU
load have lower value of this parameter.

loadmen(t)
Pren(t) =1— ——+= 3.7
men’( ) MAxmem ) ( )
whereMAXmem is the maximum memory capacity, whileadmen{t) is the
actual memory load in MByte on the node, respectively. mt@enoryparam-
eter value is also time dependent and higher memory loadeondtie results
in lower parameter value.

Phat(t) = 1 —loadya(t), (3.8)

whereloadya(t) is the actual fraction (between 0 and 1) of the node’s bat-
tery load. Thebattery parameter value is time dependent and higher battery
load results in lower parameter value giving an indicatioowd the remaining
battery power. Note that this way of computation does nat tato account
the speed of the node’s energy consumption. However, wieeartargy level

of the node’s battery is below a certain threshold, the nodg/must be ex-
cluded from the zone server selection process.
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_ Y SNRnki(t) 1
Hlnk(t) = 2 m X N, (3.9)

whereMAXsnR,, ; 1S the maximum an@NRi () is the actual Signal to
Noise Ratio value diink_i of the node, respectively. Moreovéts the num-
ber of the node’s neighbors. Thek quality parameter is time dependent and
directly proportional to the measured SNR values of the isditeks.

1

Prost) =1 - nodedegt)’

(3.10)

wherenodedeq(t) is the actual degree of the node. Thesition parame-
ter value is time dependent and nodes with higher node déwgneshigher
parameter value.

As we can see, all these parameter values are normalizechbi the
range of [0..1]. This is convenient to compute a normalizalde also for the
node weight which makes it possible to compare these weggtsidy.

NWC Algorithm

When the node weight is required the node does the followinggdure:

Step 1: Collect the CPU load, memory load and battery energy levdl an
compute the parameter valu@spy (t), Pmen(t) andPoa(t);

Step 2:Get the list of neighbors;
Step 3:Compute the link quality parameter valBg(t);
Step 4:Compute the position parameter vaRs(t);

Step 5:Collect the parameter weightépy (serv), Winen(serv), What(serv),
Wink (serv), Wpos(sery) from the service profile;

Step 6: Compute the node weight based on the following equation:
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Wepu(serv)Pepu(t) n Winerd(Serv)Pmen(t) n

W t
hodex(t) NUMparam NUMparam
n What(serv)Poa(t) n Wink (serv)Riink (t) N
NU Mparam NU Mparam
Wios(SeryPpos(t) 7 (3.11)
NU Mparam

whereNU Mparam s the number of the parameters which is 5 in our case.

Note that with this computation we get a normalized node tteiglue
falling in the range of [0..1] because the parameter valueglae parameter
weights are also normalized (see Figure 3.10). Node weightdns that the
node is powerful, since node weight 0 means that the nodetipaweerful
enough to act as a zone server.

1 —Maximum T 1 —High 1— Best

I
I
T 0.5— Normal
|
|

0 — Minimum -4 0 —Low 0 — Worst
(a) Scale of parameter (b) Scale of parameter (c) Scale of node
values weight values weight values

Figure 3.10:Value Scales in NWC

When a node is selected as a zone server, its resources aiten@wo
assure a minimal performance for the service. Such monite periodically
and checks the three local resource parameter values (C&dorg and bat-
tery) whether they drop below a certain threshold in whickecan anomaly
is generated (see Section 6.3.4 for simulation results.thieshold values
we used are given in Table 3.2.
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Parameter | Threshold
CPU 10%
Memory 10 %
Battery 5%

Table 3.2: Threshold Values for Local Resource Parameters in NWC

Service Profile

As we mentioned above, differentimportance levels anddiftexrent param-

eter weights are to be assigned to the same parameter sefeimtaarious
service types. These parameter weights are collected setivece profile cre-
ated by the service developer. The approach we have takerchasists of

the definition ofstaticservice profiles. Hence, each service developer assigns
the parameter weights in advance for the given service. Thisrprofile is
used by all the nodes for the node weight computation.

Note that with such a static approach it is not possible taitely pre-
dict the future service context (e.g., network scenariobititg behavior of
the nodes) in advance where the given service will be dedlolkus, even
knowing the basic characteristics of the service an optppnafile (param-
eter weight assignment) is not granted for every situafi@nachieve this,
a more complex dynamic approach should be developed whiohins as
future work.

To define the service profile and thus assign the parametghtgeive
have developed a mechanism using factorial design [35.based on sim-
ulation and presented in Section 6.3. Note that the paramedigthts can
also be set directly according to some simple objective(bgtachieved. For
example, if the aim is to get the best MDS approximation inzbee server
selection, the node degree parameter weight has to be sahtbdll the other
parameter weights to 0.

3.4 Chapter Summary

In this chapter, we have discussed the centralized clmnts and the dis-
tributed peer-to-peer architecture used today for implging service man-
agement functions in traditional networks and introdudedzone-based ar-
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chitecture for being used in mobile ad hoc networks. Moreave have pre-
sented our PBS algorithm developed for zone server sefeatid our NWC
mechanism to compute the node weights used in PBS.

PBS computes a Dominating Set and also takes care of thenoonts
maintenance of this DS. Besides analyzing the basic priegart PBS in this
chapter we give its detailed, simulation based performanadysis later in
Section 6.2. Moreover, for node weight computation our NWé&chanism
is applied which computes the node weight as the linear coatioin of the
node parameters. In this computation, every parameteriggwesl by its own
parameter weight extracted from the service profile. To @firs profile and
assign the parameter weights we have developed anothemmisghusing
factorial design. It is based on simulation and presented ia Section 6.3.









Chapter 4

Mobility Prediction In
Mobile Ad Hoc Networks

To increase the stability of the selected server set takimgmobility into ac-
count is indispensable. High mobility of the nodes can tdauthe selection
of unstable zone servers leading to frequent changes oktiversnodes and
thus frequent handovers of clients between them. This nsaycaluse high
traffic overhead or even service disruption. In this chagtest we survey the
fundamentals of mobility prediction which can be exploitethcreasing the
selected zone server set’s stability. Then, we presentikiglality predic-

tion mechanism called XCoPred we have developed for mpbpilédiction

in MANETSs. And finally, we point out how XCoPred can be usetiérPBS
algorithm.

4.1 Fundamentals

Using mobility prediction can help increase the stabilityhe selected server
set by predicting future changes of the network topologywsidg this infor-
mation in server selection. In the following, we point o tielation between
link quality and mobility prediction, define the problem obhility prediction
in MANETSs and discuss the basic structure of a predictiontitigm.
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4.1.1 Link Quality as Measure of Mobility State

One of the main reasons of link quality variations in MANE®ssides changes
in the environment, is node mobility. Thus, predicting thaufe link quality
of a node is strongly related to predict the movements of toes which is
generally the quest ohobility prediction Therefore, we heavily use the con-
cept of mobility prediction in order to motivate and explaiar link quality
prediction work. Moreover, it is possible to predict futuretwork topology
changes merely from connectivity information and its éoias, e.g., by ap-
plying the approach of Multidimensional Scaling (MDS) [1®Bhus, our link
quality prediction method can be exploited for topologydicton, too.

Mobility prediction in general is the problem of estimatitigp trajectory
of future positions of the nodes in mobile networks. It hasrba research
topic for some time in different areas, mainly in cellulatwerks but also in
MANETS to improve routing (see Section 7.2). In cellularmetks, estimat-
ing the future node position helps predicting handover efribde from one
cell to the next and can be used to reserve resources and gpeakd han-
dover process. However, the application domain of celludworks operates
with vastly different prerequisites for mobility prediati than in case of ad
hoc networks, as the network structure, the hardware oftwthie networks
are built and the behavior of the nodes are fundamentaligreéifit. But still
the prediction problem is the same, whether consideredrielegis networks
with fixed infrastructure or in MANETS.

Definition of Mobility Prediction in MANETSs

Our assumptions for mobility prediction in MANETS are thdldwing:

1. The current mobility states of the nodes can be observed;
2. The behavior of the nodes are determinable and show sotteerpa

3. There is no a priori information about the geographic mmment of
the network;

4. Each node predicts the future state of its neighborhoadiistributed
manner.

Considering the first assumption, there exist a broad yadagpossible pa-
rameters which can be used for state observation, rangingthe Received
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Signal Strength (RSS) of the radio signal to the absoluteyigeahic loca-
tion, speed and moving direction of the node. The choice @ptirameter is
usually restricted by the structure and the capabilitiethefetwork and the
nodes. The second assumption is also essential, becatsenibtles behave
completely random it is impossible to predict their fututatss. The pattern
allows to map the past and current behavior of the node taiftgé state.
The third assumption reflects our intention to avoid the Usang external
hardware or infrastructure in the prediction method. Arglltst assumption
complies with the lack of central coordination property cANETS.

After this, the general definition of mobility predictionrche formulated
in the following way:

Pred: Mob_stat%astcurrent — Mob_statauture (41)

The lack of a positioning device and having no informatioonwtthe ad
hoc network’s physical environment restrict the choicetafesobservation
parameters. We selected link quality as a measure of thésnodbility state
because it is easy to monitor without any special hardwaexwrnal infor-
mation and it reflects well the node’s connectivity. Morepifethe absolute
geographical position of the node is not important, whichseally the case
in MANETS, monitoring the signal quality is a better choiban using phys-
ical positions and derive connectivity information fromathThe reason for
this is because it is hard to find a one-to-one mapping betwestence and
signal quality due to noise, interference, fading, etc.

To predict the future network topology in MANETS it is enoughknow
the communication channel (signal) quality and its vaviatbver time be-
tween each node pair in the network, if we assume similar\iehaf the
nodes in the future. Thus, taking the past time series ofdunity measure-
ments as training data for regularly observed patterns weezdict probable
future connectivity of the node. Figure 4.1 illustratesthith a hypothetical
network consisting of five nodes from Node A to Nodé Ehe different
graphs depict the signal quality variations in the past betwthe given node
pairs (solid lines) and the predicted future signal qudtityshed lines). Note
that tracking signal quality between every node pair hatabidy issues
and it is practically unfeasible. However, usually it is agh to monitor and
predict the signal variation only in the close neighborhobthe node be-
cause far nodes are out of communication range anyway. Heack node is

"For sake of simplicity, we depicted the signal variationi®sn only a few node pairs.
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supposed to measure the observed link quality to its neighbors and base the
prediction on these observations from the past. Adopting the general form of
Equation 4.1, the specific problem with link quality as the measure of mobil-
ity state leads to the following equation:

Pred : SigQpast current = SigQ0 future 4.2)
Signal
Quality
Signal :\\\’,'
Quality :
A I
X ; > Time

-2 t-rT ot te1
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Figure 4.1: ‘Trajectory’ of Signal Quality Versus Time in a Hypothetical Net-
work

4.1.2 Structure of a Prediction Algorithm

With these prerequisites in mind, the general building blocks of a prediction
algorithm can be defined as shown in Figure 4.2. The two major parts are the
state observation and the prediction.

The task of state observation is to keep track of the node’s mobility state
by the Observer. Its input comes from the defined set of parameters which
form the input space. The output of the Observer is the input of the prediction
part. If the observed parameters (the input space of the Observer) are not the
same as the input required by the prediction part, the Observer has to make a
mapping of the parameters. For instance, if the input is an RSS measurement
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Figure 4.2: General Structure of a Prediction Algorithm

and the output is a time series of RSS measurements, thev@bses to
store the past values and arrange them in a time series wlgigh pass to the
prediction part.

The prediction part can be split in two major functions, sashhe State
Predictor and the Parameter Estimator. The State Predickes the actual
prediction and models the system. Its input comes from thee@fer and the
system model parameters come from the Parameter EstimhtoParameter
Estimator gets the training data as input from the Obsermdra@mputes
the required parameters. As a simple example, considerarlimodel of a
node movement. In order to make a linear prediction of ggagcgposition,
the State Predictor needs the actual coordinates of the aodgut and its
speed and acceleration as parameters. So the Parameteatestjets a time
series of measured coordinates, computes the velocity avéhmdirection
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from this and hands them over to the State Predictor as thersysiodel
parameters. With these parameters and the input beingttina position, the
State Predictor is able to predict the future position ofrtbde.

4.2 Link Quality Prediction Using Pattern
Matching

In this section, we present our link quality prediction nwettcalled XCo-
Pred [17,18] which is based on pattern matching. As state&sgumption
2 in the previous section, we assume that the behavior of ddesishows
some patterns. There are two driving forces which determave these pat-
terns look. The first is that the possible patterns are hgaviluenced by
the physical environment. For instance, in an office bugdpeople carrying
the nodes are usually walking along the floors (e.g., gointpeoprinter to
fetch a document, walking to the coffee corner and returiiack to their
office). Another physical restriction is that in this envirbent humans are
rarely moving with higher speed than about 2 m/s. The secamnihd force
is the intention of the user. For example, when the user passeffice door
(s)he decides based on intentions, whether (s)he wantgdo the office or
continue walking down the floor. These driving forces of nodability are
reflected in the observed patterns of link quality.

Assuming that the behavior of the nodes is repetitive, padteimilar to
the recent past in the history of the link measurements @oiriformation
about the node’s current mobility state. Thus, these pasatgns can be
used as the base for the prediction. Therefore, the quesfiigitthese similar
patterns in the past.

4.2.1 State Observation

As the measure of link quality, we are using the Signal to Bi&iatio (SNR)
value of the link. The node periodically monitors the SNRues of its links
and these values serve as input for the Observer. Figurédwasan example
of a time series of a link’s SNR values with recognizablegrat. The sam-
ples were measured in a MANET of a typical office environmeitt wwvo
nodes moving around on the floor and pausing in the offices.
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Figure 4.3: SNR Measurement Example

Signal to Noise Ratio

We have chosen to use the SNR value as a measure of link gbatibuse
the SNR not only takes into account the signal strength, Isotthe amount
of noise in the signal. Moreover, it can be easily measurediristance, in
wireless LAN network interfaces according to the 802.1hdéad [36] the
firmware and the driver usually provide some measuremesigioél strength
and background noise observed on the channel.

The Signal to Noise Ratio is generally defined as

SNRdB| = 1aoglo(FF’fL”a')[dB], (4.3)

noise

wherePsignal is the power level of the signal arlyise is the power level of
noise, respectively. The signal power is influenced by sgysrameters of
the communication system. At the sender, it is dependincghertransmis-
sion power of the sending device and the antenna gain. Dprigagation,
the signal experiences a propagation loss, which is usnadigielled with
a freespace model. It is further influenced mainly by thrdecés, such as
reflection, scattering and diffraction. Together, all th@hysical factors are
building the radio propagation model. On the other handntiise power is
usually modelled as receiver noise (e.g., thermal noisherréceiver mod-
elled as Additive White Gaussian Noise - AWGN), environnaénbise (from
different sources in the environment, usually also modedie AWGN) and
interference caused by other transmissions on the sameehannearby,
overlapping channels. For more details, see [37].

In order to get a time series of the SNR history, each nodedasake
measurements of lengihat fixed time intervals defined in the following:
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Definition 4.2.1 The measurement interval T is the time between two se-
guent measurements performed on one link of the node.

T is a design parameter and was chosen to be 1 sec in our casa.tfade-
off between having too frequent measurements which ineeeiéie computa-
tional costs and having too few measurements which meas®fdsforma-
tion about the node’s behavior.

In order to account for breaking links, the special value&sdfR= 0 is
defined as having no connection between the nodes. Each regs khe
history of the according link and, in case of link failurelfiit with zeros to
have the information when and for how long the connectiorkérélaving
this information is important to predict future link failes.

As the resources of mobile devices are generally scarcejuhwer of
measurements which are stored must be limited. The hisfoeach link is
therefore stored in a circular buffer NfelementsN is another design param-
eter, which has to be chosen as a trade-off between memagg asa having
enough training data for the prediction. Assuming that gaehsurement is
stored as a float value, typically using 4 Bytes of memorgmégag 8 kBytes
allows to store 2048 measurements per link. With= 1 sec this results in
storing roughly the last 35 minute history of each link. Ctgp 10 con-
nections per node, this requires approximately 80 kBytemi@ory. Even
the most limited devices should nowadays have this amoufneefmemory
available, sdN = 2048 seems a reasonable choice.

When the Observer gets a prediction request, it hands owethigs to
the prediction algorithm: the training data and the query.

Definition 4.2.2 Thetraining data t is the measured time series of all the
node links from the past in the time range-t(h— NT)...n, where n is the
query time.

Definition 4.2.3 Thequery qis the recent part of the time series of measure-
ments, which is used for creating the link model. Toery order o is the
length of the query, i.e., the number of measurements ugbd ouery.

In Equation 4.2 the training data is represente®igQvast and the query
is SigQurrent- Figure 4.4(a) visualizes an example training data gathenea
link, query and query order.

The query ordeo is another important design parameter. We discuss the
choice ofo in the evaluation part (see Section 6.4.3) of this thesis.
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Figure 4.4: Sample Training Data and Query

Smoothing with Kalman Filter

One problem with this approach is, that the measuremeniedfaining data
are usually noisy. In order to get rid of this noise as far assjiade, we filter
the measurements with a Kalman filter [38]. Figure 4.5 shotime series of
SNR measurements from an exemplary link simulated in NP, fagether
with the filtered values.

0 I I 1 I | ]
a] 20 40 80 80 100 120
Time [3]

Figure 4.5: SNR Time Series Filtered with Kalman Filter

The basic idea behind the Kalman filter is essentially tovest the state
Xk € R" of a system at timé, which can be observed only indirectly or in-
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accurately, as the linear combination of a prediction, Basethe last value,
and the measured value. Systems which can be filtered witHraaffilter
are described with the following equations:

Xk = AXk—1+ Buk_1+ wy, (4.4)

with measuremenise R™

Zx = HXg + k. (4.5)

Alis then x n system matrix, which is determined by the nature of the syste
B is ann x b matrix, that relates the optional control inpug € R® to the
statexx. The m x n matrix H relates the actual state of the system to the
measuremerty. wy andvg are independent random variables with normal
distribution representing the process and the measurames, respectively:

p(w) ~AC(0,Q), (4.6)

p(v) ~((0,9). (4.7)

Though the real state; of the system at tim& is never exactly known,
the Kalman filter works with three estimates of the systenes{a) the a pri-
ori estimatex, , which is a prediction of the next value based on the previous
ones; (2) the measuremexyt, related toxy by Equation 4.5; and (3) the a
posteriori estimat&, which combines the a priori estimate and the measure-
ment, and is the actual output of the filter. In order to coragutthe Kalman
filter works recursively with two steps: the time update, imieh the a priori
estimate of the value is predicted; and the measurementejpdavhich the
prediction is corrected with having the measured values W step cycle is
illustrated in Figure 4.6.

In the time update step, the next value of the system stateeitigbed
based on the previous value using the following equation:

Xy = ARk—1+ Buk_1, (4.8)

For the SNR filter, where the system state is the scalar SNIiRy#iis equa-
tion can be written as
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N

Time Update Measurement
("Predict") Update
("Correct")

Figure 4.6: The Two Step Cycle of a Kalman Filter

)’{E =AX_1+B-1=0aX1+¢C (49)

with the model parametersandc. This approach of the next SNR value, be-
ing dependant solely on the previous one and a constaadn autoregressive
model of order 1 denoted by AR(1). The parametei@ndc of the autore-
gressive model are calculated at each filtering step usiedethst squares
method [35]:

_ ZiC):Ble*iXk*ifl — (Of 1))_(2

u |
S0 i1~ (0—-1)R

, (4.10)

c=(1-0a)x (4.11)

wherex denotes the mean of tilatest training sample vectdd.is the order

of the training data. We discuss the choic&dater in the evaluation part (cf.
Section 6.4.2). Furthermore, in the time update step, th@& pstimate error

covariance is calculated according to

P =AR1AT + Q, (4.12)

whereP_; is the a posteriori estimate error covariance (see belong fiea-
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surement noise covarian@g can be dynamically estimated with the follow-
ing equation (cf. [39]):

o ¢ O
Q= Yiz1Xi gqufl—i-C)

In the measurement update step, the linear combinationeo& tpriori
estimated state and the measured state is calculated as

(4.13)

Xk :f(;+Kk(Zk—Hf(;). (4.14)

The measurement innovatiéf is defined as

Ky = L (4.15)
““HP HT+S '
The a posteriori estimate error covariance is calculatedraing to
Pc= (I —KcH)P. . (4.16)
Time Update Step Measurement Update Step
I NeiXeioi—(0-1)%® _ R
0="500g, o | “T RS
CZ(l—G))? )’ZKZ)?E—I—KK(ZK—)’ZE)
X =aXc_1+cC Pc= (1-Ko)P

_ 32 % (0% 1+C)
Qk — lﬁ

P = a?P1+Qk

Table 4.1:Kalman Filter Equations for the SNR Filter

In wireless networks, the process noigeis usually modelled by a nor-
mally distributed random variable with typical standardid&on from 4 - 8
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dB (cf. [39]). A value ofS= 49 was chosen in our case for the process noise
covariance, which relates to assuming a standard devietioaise of 7 dB.

In case of filtering the SNR the above equations are simplifischuse
the system statex and its estimates are scalar values, thus all matrices and
vectors become scalar. Furthermore, the equations ardifthby setting
H = 1, asthe SNR is directly measured. The resulting equatanfétering
the SNR values are summarized in Table 4.1.

4.2.2 Prediction

As depicted in Figure 4.2, the prediction part can be splitnva functions,
namely Parameter Estimator and State Predictor.

Parameter Estimation with Cross-Correlation

The parameters which the Parameter Estimator hands ovke iState Pre-
dictor are references to points in the link history, whereilsir situations to
the actual one have been observed. The information whatttenteter Esti-
mator gets from the Observer is the training data and theyqUibus, its task
is to find patterns in the training data which are similar @ dfuery.

In order to do this, it computes the normalized cross-cati@h [40] of
the query and the training data. The normalized cross-edioa y(m) at lag
mis a measure of similarity of the query to the appropriaté¢ githe training
data at this lag. It is defined as

) = s (M) —
MM = e D - s s e ) 7

(4.17)

whereq(i) denotes théth value of the queryt; ¢ (i) denotes théth value of
the training data of the link between nofland nodef, andgandt; s denote
the mean of the query and the according part of the trainitey despectively.

An example of the normalized cross-correlation functiodépicted in
Figure 4.4(b). Note that in this example only one time sesigsaining data
was used. When the node haseighbors, this results in computiggormal-
ized cross-correlations. The plot shows that there arealyeod matches re-
sulting in local maxima at lags arouma= {65,100,140,...} and the global
maximum is atn= 316 withy(316) = 0.94.



64 4 Mobility Prediction in Mobile Ad Hoc Networks

The Parameter Estimator should hand over these lags regiresgood
matches to the State Predictor. Thus, it has to determiniedaémaxima of
the correlation function. For doing this, a threshgilgh is defined, such that
mis a good match, if(m) > Ymin.

Definition 4.2.4 Thematch threshold ynmin is a scalar value, above which the
correlation of the query with the training data is considém® be amatch
and is used for the prediction.

Ymin has to be chosen as a trade-off between being not too stdahatntoo
loose about what a good match is. The former case could |dzal/ing none
or only a small number of matches, since the latter one woefihe situa-
tions as matches which are not really similar to the quergrtter to find the
local maxima ofy(m), first all the regions ofn where the normalized cross-
correlation is abovemin are determined. Then, for each of these regions the
maximum is searched and inserted in the set of lags whichearédd over to
the Predictor.

We discuss the choice of the match threshgld later in the evaluation
part (see Section 6.4.3) of this thesis.

Prediction by Creating the Local Model

Getting the set of matches from the Parameter Estimatortentildining data
from the Observer, the task of the State Predictor is to erat local model
of the link. The model is based on the training data regiolieviing the lags
of the matches. This means, that if a lagwis received from the Parameter
Estimator, the part of the training data used for creatirgy rtiodel is the
measurements ah...(m—+1) for an |-steps-aheadrediction. So, the first
step in modelling is to create from the set of lags a set ofipted®.

Definition 4.2.5 If the set of matches contains i lagsy ...m}, that i parts
of the training dataf{t(my...my+1)...t(m...m +1)} form theset of pre-
dictorsp. The i-th predictor is denoted by.p

Parametel, the length of the predictors, is called the prediction erdeeter-
mines how far in the future the prediction will reach. It ises@jn parameter

8Note that these predictors are not the same as the Statet®reds they are patterns in the
link history since the State Predictor is a functional p&w prediction algorithm.
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and can be set according to the needs of the application fiohvthe predic-
tion is used.

Having a set of predictors, the link model can be createdarfahowing
way. In the set of predictors, eaghrepresents a past situation where the link
was in a similar state to its current status. It can be assythadn these pre-
dictors different patterns of SNR changes appear becausgiiren situation
the nodes have typically several options of how to behaverder to predict
the most probable one of these patterns, the pattern whimbeapd the most
often in the past should be chosen. This can be done by loakinghich
predictor has the most similarities to the other ones. Aghia normalized
cross-correlation function is used for measuring the sirityf of predictorp;
to p;, which is denoted by, j. After this, the average similarity of a predictor
pi is defined as

L
2=V
- 7)

5 (4.18)

Yi

wherelL is the total number of predictors.

As the prediction, the predictor with the maximum averagnilarity
among all the predictors is chosen and the link future befdgimodelled by
the selected predictor. Taking one of the predictors diyext the prediction
means that the prediction has the same length as the predibtgs, if the
predictor containk measurements, drsteps-ahead predictiois performed.

Fallback Solution Using Autoregression

It can happen that the Parameter Estimator does not find atghnrathe
training data due to the following reasons:

e The training data are too short, as the order of the trainiegsure-
ments has to be at least the length of the qudfgr being able to com-
pute the cross-correlation) plus the prediction old@s thel training
samples after a matching part of the training data are usagasdic-
tor);

e The cross-correlation does not contain a value above theimtlatesh-
old ymin, because the pattern in the query was not observed before.
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In such a case, we use a fallback solution exploiting thergtepredic-
tive power of the Kalman filter. As our Kalman filter, a first erdautore-
gressive link model AR(1) is created in the time update sfapestate ob-
servation (see Section 4.2.1). Using this model for antiter& steps-ahead
predictior? has the benefit, that the model already exists and can sineply b
applied. Thus, in any case, even if the current situationvea®bserved be-
fore, a prediction will be available.

4.2.3 Summary of the Design Parameters

After discussing our XCoPred prediction mechanism, Tal?egives a sum-
mary of the design parameters. The complete table with allpdgwrameter
values chosen is presented in Section 6.4.4.

Design Parameter Value

Kalman filter parameters:

o

a computed according to Eq. 4.1

=

c computed according to Eq. 4.1
process noise covarian&e 49
training data orde® see Section 6.4.2

Prediction parameters:
measurement interval 1sec
no. of stored measuremenNs| 2048

guery ordeo see Section 6.4.3
match threshol@min see Section 6.4.3
prediction ordet depends on the application

Table 4.2: Summary of the XCoPred Mechanism’s Design Parameters

9lterative prediction means that the predicted next-stdpevis used again as input for the
model. Doing thid times leads to ahsteps-aheagbrediction.
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4.3 Using XCoPred in the Priority Based
Selection Algorithm

In order to select a stable Dominating Set, during the Selegrocess each
client should have a link to a server which is predicted to table for a
certain amount of time. Thus, we introducéirk stability criterioninto the
PBS algorithm:

Definition 4.3.1 A link is predicted to be stable, if it is available for the hex
| x T seconds, where | is the prediction order and T is the measeme in-
terval.

As | is the number of values in the time series of the predictiorgheck
whether a link is stable the prediction simply has to be sedrior zero&. If
a zero appears in the prediction, the link is predicted tortstable.

Considering the pseudo code of the PBS algorithm in Listirdg 8nly
a little adaptation has to be done in order to incorporatelititestability
criterion into PBS. In line 7, where the state of the node teieined, instead
of

7: if (isNeighbor (DOMINATOR)==rue) {
the following condition for switching to DOMINATEE state is be used:
7: if (isStableNeighbor (DOMINATOR)=true ) {

wherei sSt abl eNei ghbor ( DOM NATOR) ==t r ue means that the node has at
least one DOMINATOR neighbor and the link to this DOMINATORd® is
expected to remain stable fox T second'. See Section 6.4.6 for evaluation
results of using XCoPred in the PBS algorithm.

Note that this link stability requirement holds only durihg DS selection
period. Once all the nodes have decided their state as EthEHNATOR or
DOMINATEE, a DOMINATEE node is not requested to have a stéibleto

10Recall that a zero was defined as a special value for havingmeection between the nodes.

1Though we did not carry out a detailed complexity analysiX6bPred, it can be easily
seen that computing the normalized cross-correlationeofjtreries and the training data as well
as correlating the predictors with one another present adrigputation overhead for the nodes.
Especially for devices with limited resources, such as fegbihones, this might be a too big
burden and a simpler or more optimized solution might beeuedfle. However, analyzing the
complexity and optimizing XCoPred are left as another tépiduture research (see Section 8.4
for possible ideas).
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the given DOMINATOR node anymore. Thus, just because a DOMBEE
node has no stable link to the given DOMINATOR node anymodeés not
switch back its state to CANDIDATE and does not trigger a nelection
round. However, to require this would be a further improvatpmssibility.
Letting the link stability criterion be always valid wouldcate the benefit,
that the DS would be updated proactively before a changailymreecessary.
Once a node predicts that it might loose the connection tD@MINATOR
neighbor, it would already trigger a new DS selection rouafble the link
really breaks. This might prevent the interruption of thevee for the given
node.

4.4 Chapter Summary

In this chapter, we have surveyed the fundamentals of ntplpitediction in
MANETSs. Moreover, we have presented our XCoPred mechanisrhave
developed for mobility prediction and pointed out its usahia PBS algo-
rithm.

XCoPred predicts the variations of the wireless link qydi#&sed on pat-
tern matching without using any external hardware or refegepoint. Each
node in the ad hoc network monitors the signal quality (SigmBoise Ratio)
of its links to obtain a time series of link quality measurésese measure-
ments are filtered with a Kalman filter to get rid of noise. Wiheprediction
is required, the node tries to detect patterns similar toctireent situation
in the history of its links’ SNR values and to obtain a set @dictors. For
this purpose, the node computes the normalized crosslatiorebetween the
current pattern and the history of the links’ quality. As girediction itself,
the most probable predictor is used. For cases where no roatche found,
we apply a fallback solution based on an autoregressive méaléncorpo-
rate XCoPred into the PBS algorithm we defined a link stabdititerion.
Taking into account link stability based on prediction ie S selection, the
stability of the selected DS can be improved.

We show later in Section 6.4 based on a simulation study hewpth-
diction parameters can be set appropriately, how accuratigiions we can
achieve and how XCoPred can improve the performance of tH& &o-
rithm.









Chapter 5

Implementation

In this chapter, we provide an overview about how we imple¢atkethe al-

gorithms and mechanisms being developed during this thewik to prove
the viability of our concepts. The implementation also frtme basis for
our investigations and evaluation. Thus, first we descllileeimplementation
of PBS, NWC and XCoPred in the NS-2 network simulator. Thendig+

cuss their implementation in our SIRAMON framework wittging out the
SIRAMON testbed we have built and a demo application, a sineall-time

multiplayer game called Clowns, which we implemented toatestnate the
usefulness of SIRAMON.

5.1 Implementation in NS-2 Network Simulator

In the following, we give a brief overview about NS-2, then present the
main points of our PBS, NWC and XCoPred implementation is sirnulator.

5.1.1 NS-2 Network Simulator

NS-2 is a free and open source discrete event network siotwédely used
in research projects. It can be downloaded from the NS-2 page[20] and
is available for several Unix and Windows platforms. A haimtyoduction
to NS-2 can be found in [41]. The development of NS-2 stametidi89 and
it is maintained by the VINT (Virtual InterNetwork Testbef#)2] project.
In our work, thens-allinonepackage release 2.28 of the simulator has been
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used. Since 1989 the simulator has evolved into a complepawerful tool
supporting a rich number of protocols and applications. NSimplemented

in two programming languages, the core is writte@m and to configure and
run the simulation®Tcl 12 is used. The combination of these two languages
offers a compromise between performance and ease of use sinttulator.
The simulation of a specific protocol consists of four steps:

1. Implementation of the protocol it++ andOrcl ;
2. Description of the simulation scenario0rc! ;
3. Running the simulations;

4. Analysis of the generated trace files.

For inspecting network simulation traces and real worldkpatraces a
Tcl / TK based animation tool called NAM (Network Animator) [44] cae
used.

5.1.2 Implementation of the Priority Based Selection
Algorithm in NS-2

The PBS algorithm has been implemented as an ag&8plfsAgent ) in the
core part of the NS-2 simulator that can be attached to @iffenodes in
the simulation configuration scripSSpbsAgent is inherited from the main
zone server selection agent calEg$Agent that provides some general func-
tionalities for selecting zone servers. This gives the figity to implement
any modified PBS or even completely different algorithms ust pdding a
new agent inherited from th#SSAgent .

The workflow and the required actions of the PBS algorithm came-
trolled by a Finite State Machine (FSM) defined by states eatbttions be-
tween these states. The transitions are executed baseelioediming events.
The specification and details of this FSM can be found in ApipeB.1. Note
that we used the same state machine for the implementatiba BIRAMON
framework, too.

Figure 5.1 depicts the basic structure of #8SpbsAgent . Every agent
has arecv() and asend() function beside the FSM to receive and send the

1201¢| is the object oriented variant of tfiel script language. For more details see [43].
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PBS messages, respectively. Tleev() function handles the incoming mes-
sages, extracts the relevant information found in the ngesg#o the own
neighborlist and forwards the appropriate event to the FB&4ed on the re-
ceived event, the FSM performs the corresponding actiorth®other hand,
when it is required to send out a PBS message, the FSM contipdasfor-
mation, forwards it to theend() function which creates the PBS message
and sends it out.

/ ZSSpbsAgent 5

Finite State Machine (FSM)

[ 50 | idle

join receivedmsg

BN msgsent ] timerRESEND

receivedmsg timer TIMEOUT
event message

1
1
1
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1
!

finished

resend o
L  [p3 finished ] reccivedmsg

- FSM->event () - FSM->pkt2send()
! - handlePacket () - sendPacket () ,

PBS message PBS message

Figure 5.1: Structure of th&ZSSpbsAgent in NS-2

Communication Between the PBS Agents

For the communication between the agents we have definecesrtbged an
own protocol calledPT_ZSS, which is based on the UDP transport layer proto-
col, and an own message format illustrated by Figure 5.2 fit@ssage con-
sists of a PBS header, the localnode fields containing irdition about the
sender node, and several neighbornode fields containiogmaftion about
the neighbors of the node. Moreover, the neighbornode feddsain a flag
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called ‘fullconnected’ that is used by the DOMINATOR nodeken they
have to force another node to join the DS (cf. Section 3.2).

PBS header fields

localnode fields

neighbornode fields
- fullconnected flag

neighbornode fields

neighbornode fields

Figure 5.2: PBS Message

Network Monitor

To cope with node mobility and detect changes in the topolufgihe net-

work a basic Network Monitor has been implemented, as wélls Monitor

uses periodically sent ‘alive’ messages. If a node senddiveoraessage for
a specified amount of time, we assume that the node disagpaackit is

removed from the neighborlist. New nodes can easily be thtdzased on
newly received alive messages.

More information about the PBS implementation in NS-2 cafob@d in
Appendix B.2.

5.1.3 Implementation of the Node Weight Computation
Mechanism in NS-2

The NWC mechanism, which computes the node weight, has Imeple-i
mented as an extension to the PBS algorithm. Figure 5.3 stimstructure
of the NWC implementation in NS-2.

The implementation follows the programming technique ofA$n the
Orcl space, the necessary variables are assigned, set and Hz=d pa the
C++ space where the NWC mechanism is implemented as an exteosion
PBS. The three groups of these variables are:
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rvice Specification

Node Specification Service Profile
- CPU_spec - Dypecpy Wy = Wi
- mem_spec -MAX,,.. - Wiem s
- bat_spec - MAX, - Wi
- traffic_spec
OTcl Space l

Service Monitor Parameter Computation
- param_monitor “Pep® - Pyft)
- traffic_generator =PV - Pposl®

\ =Pyt /

Figure 5.3: Structure of the NWC Implementation in NS-2

e Service Specificationit is used to characterize the service to be simu-
lated. Variables related to and describing the service aa€&PU/mem-
ory load, battery consumption and also traffic rate betwéenzbne
servers and their clients are defined and set here.

e Node Specification:The node properties are assigned and set here,
such as the CPU type, memory and battery capacity. This Wollva
the computation of the parameter values during the sinauiati

e Service Profile: The parameter weights are defined and set here for
the given service. These weights are used, together witharemeter
values, to compute the node weight.

In the C++ space, thezSSpbsAgent is extended with the node weight
computation mechanism. Moreover, we have implementedtaksdollow-
ing functionalities:

e Service Monitor: This functionality is responsible for monitoring and
checking the parameter values. It collects statistics etheyparameter
values periodically. Additionally, it checks in case of theal resource
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parameters (CPU, memory and battery) whether their valtedber

low the preset thresholds. If yes, an anomaly is generatsd%ection
3.3.2). Furthermore, it controls the traffic generatiomssn the zone
servers and their clients, and the zone servers themselves.

e Parameter Computation: It computes the parameter values using the
node and service specification settings and the informatitlected
from the Service Monitor.

5.1.4 Implementation of the XCoPred Prediction Method
in NS-2

For the implementation of our mobility prediction mechamise defined two
new classes in thé++ space of NS-2: thibbi | i t ySt at eCbser vat i on class

for the state observation part and tbi | i t yPredi cti on class for the pre-
diction part (see Figure 5.4). Then, we extendedas®pbsAgent such that
each PBS agent creates instances of both of these classe=owdn using
XCoPred in the PBS algorithm, i.e., incorporating the litdislity criterion

(see Section 4.3), required also some changes iNgihghbor | i st class and
in theZSSphsAgent code.

State Observation

In order to keep track of a node’s links, a structure calletk Measur enent s
was defined (see Appendix B.3.1). Each state observati@tbtpntains an
array of suchLi nkMeasur enent s, one for each link it currently has or had
in the past (recall that the broken links of a node containafale training data
which should also be stored). Furthermore Nbig | i t ySt at eCbser vati on
class has two important interfaces.

The first interface is used by thecv() function of thezZSSphsAgent .
Therecv() function calls the nsert Measur enent () function ofMbbi | i ty-
St at eCbservation in order to store the measured SNR value for each re-
ceived packet in theast Measur enent variable of the accordinbi nkMea-
surenent s structure. Because measurements should only be performoed o
every T second (recall thal is the measurement interval defined in Sec-
tion 4.2.1), atimer was added to th&SpbhsAgent . ThemakeMeasur enent ()
function, which is called every second, checks whether a new value has ar-
rived during the last measurement interval and if so, applie Kalman filter
to this value and stores the filtered value in the time seriegsepaccording
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Figure 5.4: Structure of the XCoPred Implementation in NS-2

link. If no new value was saved by thasert Measur enent () function, itis
assumed that the connection is broken and a 0 is insertee itintle series.
Note that each node should frequently receive ‘alive’ mgasdor all of its
active links. The alive messages are used by PBS in orderefo tkee list of
direct neighbors accurate and are sent by default evérgérond. Thus, in
order to make sure that a measurement for each link can be duaihg a
measurement interval, should not be set to values smaller thah.0

The second importantinterface of thigbi | i t ySt at eCbser vat i on class
is used by th&SSpbsAgent to request a prediction for a certain link. In order
to check, whether a link to a given neighbor is stable,itblé nkSt abl e()
function is called, which returns a boolean value. Thiei nkSt abl e() func-
tion first checks, whether the prediction in tpieedi cti on field of the ac-
cordingLi nkMeasur ement s structure is still actual. The lifetime of a predic-
tion was set to 2 seconds. This value should make sure thatgdarzone
server selection round each link is predicted only once. Mthe prediction
has expired, a new one is triggered. Thenithis nkSt abl e() function scans
the prediction for zeros in order to decide whether the Igw&table or not.
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Beyond these two interfaces thiebi | i t ySt at eCbser vat i on class pro-
vides some additional functions for thdebi | i t yPrediction class, too.
These are mainly used to hand over the training data and doghe pre-
diction part.

More information about the state observation part can beddn Ap-
pendix B.3.2.

Prediction

The Mobi i tyPrediction class has one important public function called
predict (), which is used by thé&bbi | i t ySt at eCbservati on class in or-
der to get a prediction of a certain link. Theedi ct () function first fetches
the query and training data and tries to find predictors bgutating the nor-
malized cross-correlation function. If this is successfaé most ‘common’
predictor is chosen according to the strategy explainedeicti@n 4.2.2. If
no predictor was found, it gets the autoregressive modeipeters from the
according.i nkMeasur enent s structure and performs an iterative prediction
with them. Finally, thepr edi ct () function stores the predicted values in the
predi ction field of the adequatki nkMeasur enent s structure.

Link Stability Criterion

To implement the link stability criterion in PBS (see Sent3), we had to
make several changes in thel ghbor | i st class and in th&SSpbsAgent .

TheNei ghbor | i st class was extended with two new functions. The-
Al'l St abl eNei ghbor s() and theget St abl e1HopNei ghbor s() functions are
the pendants to the default functiayes Al | Nei ghbor s() andget 1HopNei gh-
bors() returning only the neighbors on which the stability criberinolds.
Additionally, a configuration parameter was introducedeNei ghbor | i st
class, which controls whether prediction is to be used ar not

TheZSSphsAgent class was changed in two places. First,gbedNei gh-
borlist() function was modified to include only those neighbors on Whic
the stability criterion holds. In order to do this, it uses giet St abl e1Hop-

Nei ghbor s() function of theNei ghbor | i st class. The second change con-
cerns thelet er ni neSt at us() function, which was modified in several places
to use theget Al | St abl eNei ghbor s() andget St abl e1HopNei ghbor s()
functions in order to determine the PBS status of the node.
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5.2 Implementation in SIRAMON

In the following, we give a brief overview about the struetand implemen-
tation of our SIRAMON framework. Then, we present shortly SIRAMON
testbed we have built and the demo game application we haplemented
to demonstrate the working of SIRAMON. And finally, we dissuike main
points of our PBS, NWC and XCoPred implementation in SIRAMON

5.2.1 SIRAMON Framework

As we discussed in Section 2.4.1, SIRAMON is our service igioming

framework for self-organized networks based on a moduldrdistributed
design. Its components can be replaced according to spéeifiands which
makes it possible to support different type of services AIRN consists of
the following modules (see Figure 5.5): (i) Service Speatfan; (ii) Service
Discovery; (iii) Service Deployment; (iv) Service Managemt; (v) Environ-
ment Observer.

Applications
API towards Applications
SIRAMON
Service Specification
s e / Interface to other
Management
Middleware | Service Discovery | | Environment Observer I
SIRAMON instances
I Service Deployment | | Service Management |
API towards Network Software
and Device Resource Manager
—_— ] Network Software / Device Resource Manager —_—

Device OS / HW

Figure 5.5: Ad Hoc Device Model with SIRAMON

Service Specification contains the used Service Model wHéadtribes
the role of the device in the service, the functions and cotmes of service
elements to build the service. Service Discovery is resptmsor service
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advertisement if the node hosts a service, or service lodfkilng node in-
tends to use a service. By the Service Deployment modulatiore installa-
tion and configuration of services are carried out. The $eriManagement
component controls the service maintenance, reconfiguratid termination
functions. And the Environment Observer module deals wighrhonitoring
of the node resources and the service context.

We have implemented SIRAMON in a platform independent wéaggis
Java programming language. For more details on SIRAMONSgteand
implementation see [21].

5.2.2 SIRAMON Testbed

In order to have a proof of concept implementation and gaimesexperience
with SIRAMON in real world environment we have built a smadstbed.
The mobile part of this testbed consists of five devices, ssciiree laptops
and two PDAs. Furthermore, there are two desktop PCs aléadied in the
testbed which are not mobile but equipped with wirelesgiates, too. All of
the devices are running Linux as operating system and SIRN4nstalled
on them. In the testbed, the nodes are communicating with etieer via
802.11b Wi-Fi interfaces [36] in ad hoc mode, though the PRAes also
Bluetooth enabled. A snapshot of this testbed is shown iarEi§.6.

Figure 5.6: SIRAMON Testbed
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To demonstrate the working of SIRAMON from the applicatepoint of
view, we also have developed and implemented a real-timeadltiplayer
game called Clowns (a screenshot of Clowns is shown in Figure[45]. It
is a simple jump-and-run type game with a modest 2D grapliit¢efface.
The players’ clowns have to catch and kick each other’s cépumthis way
collecting points. Who collected the most points wins themgaClowns has
been implemented in C++ on top of SIRAMON. It uses a distebutone-
based server architecture with real-time synchronizdi&iween the servers.
All the communications are done via wireless interface$eftestbed nodes
in ad hoc mode. With the help of our PBS algorithm, the Clowlients are
able to cope with the dynamic changes of the network. Thulsatalle mo-
bility and disappearing zone servers they are able to seegtservers and
reconnect to them on the fly.

Local machine ID O (server) == LI.NURI(OL- 0

Figure 5.7: Screenshot of the Demo Game Called Clowns

5.2.3 Implementation of the Priority Based Selection
Algorithm in SIRAMON

The zone server functionality and the PBS algorithm have ireplemented
in the Service Management module of the SIRAMON framewoikelthe
implementation in NS-2, the PBS algorithm is implementetienclass called
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ZSS_PBS that is inherited from the basiSS class that provides some general
functionality for selecting zone servers. Again, this gitke possibility to
implement modified algorithms or completely different aggorhes for zone
server selection in future projects. The Service Managémemlule is im-
plemented in its own java packads ( anon. Managenent ) inside the frame-
work. For zone server selection two subpackafiesanon. Managenent . zss
andSi ranon. Managanent . zss. util s, have been added. A short descrip-
tion of these new subpackages can be found in Appendix B.4.

Communication Between the Nodes

For the communication between the different nodes, thdiegiprocedures
provided by the framework have been used. The neighboaistembedded
in the message part of the SIRAMON packets. In order to be talbdéstin-
guish between different running instances of the PBS algorsupporting
different services, a unique Session ID is assigned to émstgnce. This ID
needs to be included as well in the header of the SIRAMON paBlesed on
this information, the network receiver thread of the fraroguwis able to de-
tect to which instance the given packet belongs. In additioe information
about the server componentto be started is also transrinigit® the packet.
The structure of a SIRAMON packet as it used by PBS is destiiib@able
5.1. The Service Identifier and the Message fields contaimitbs important
PBS information. The Service Identifier contains, besideitkentifier value
‘zss’, the Session ID and the Server Component informafiorihe Mes-
sage field, the neighborlist containing the informationwthibe neighbors is
stored.

Field Description
Prefix ‘Siramon’

Source Address | Contains the address of the sending node
Flooding Flag Not used

Timestamp Not used
Service ldentifier| ‘zss:<SessionID-:<ServerComponent’
Message Contains the neighborlist

Table 5.1: Structure of the SIRAMON Packet as It Used by PBS

The SIRAMON packets are wrapped into UDP packets and seheti-t
hop neighbors of the node. For saving resources, these tgaieesent only
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once in a given time period using a broadcast address withithe To Live
(TTL) value set to 1 instead of using unicast connectiondotinnately, in
Java the TTL field can be set only to multicast sockets. Thustyenode
has to join a specified multicast address and send the pagkigicing the
neighborlist to this address with TTL set to 1.

Network Monitor

Because the PBS algorithm has to know the 1-hop neighboheafdde, we
have implemented a simple network monitor, similarly toRf&S implemen-
tation in NS-2, in theSi ranmon. Net wor k package of the SIRAMON frame-
work (see Appendix B.4). The monitor running on the node seative’
broadcast messages with TTL set to 1 into the network pexddigiand re-
ceives alive messages from the neighbors. If a node sendé/aaressage
for a specified amount of time, the monitor assumes that tlghhber is dis-
appeared and removes it from the neighborlist. On the ottied happearing
nodes sending alive messages are added to the neighborlist.

5.2.4 Implementation of the Node Weight Computation
Mechanism in SIRAMON

To implement the NWC mechanism we have modified three of teieI&R-
AMON modules:

e Service Specification:To support the NWC functionality the service
description document (it is an XML [46] file in the actual viers of
SIRAMON) has been extended with the service profile comaitine
appropriate parameter weights of the given service types@tields
are optional and are used only if the service requires the zenver
selection functionality.

e Service ManagementThe node weight computation has been imple-
mented in this module as an extension to the basic PBS digurito
compute the node weight the necessary values of the pananasie
the parameter weights are obtained from the Service Spatadiicand
the Environment Observer module.

e Environment Observer: In this module, the Service Monitor part of
NWC is implemented which monitors the CPU and memory loagl, th
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battery energy level and the link quality of the connectimrthe node’s
neighbors. We had to create four external procedures totoradhiese
parameters, because Java does not have native supportdoteake
required information from the hardware device drivers.

5.2.5 Implementation of the XCoPred Prediction Method
in SIRAMON

To implement our mobility prediction mechanism in SIRAMOMe have fol-

lowed the same strategy as in its implementation in NS-2w8a;reated two
new classes\bi | i t ySt at eChser vati on, Mobi | ityPredi cti on) wrapped
into the newly create8i r anon. Managenent . nobi | i t ypr ed subpackage of
SIRAMON's Service Management module for state observadiwh predic-
tion. Moreover, we adopted the PBS implementation inA8® PBS class to

make possible the use of prediction.

Measuring the Link SNR Value

As the basis of XCoPred, we have to be able to measure andicthiieSNR

values of the node’s wireless links. The IEEE 802.11 stathd&fines the
wireless signal strength as the Received Signal Strendtbdtor (RSSI) [47]
which is a vendor dependent measurement in arbitrary unéitslaes not di-
rectly refer to the SNR value. However, the RSSI values frommon ven-
dors can easily be converted into SNR values (cf. [48]). Thpleyed DLink

wireless cards in our testbed are based on an Atheros chgoseolled by

the Madwifi device driver [49]. In order to pass the RSSI valaéthe wire-

less link from the device driver to the XCoPred code in SIRAN|Gocket
buffers are used. These buffers have a control buffer fieltgres protocols
can put their private data. We used this field to store the R8Bks. Thus,
we has been extended the Madwifi driver to copy the RSSI valithe wire-

less link into this control buffer field whenever XCoPred deactual SNR
data.

5.3 Chapter Summary

In this chapter, we have surveyed the implementation of RE¥C and XCo-
Pred in NS-2 network simulator and in our SIRAMON serviceysimn-
ing framework (for more implementation details see Apperg), respec-
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tively. Moreover, we pointed out the SIRAMON testbed we hadtho get
real world experience with SIRAMON and the demo real-timdtiplayer
game application called Clowns what we had implemented toothstrate
the working of SIRAMON.

The implementation of PBS, NWC and XCoPred in NS-2 congt#the
basis of our investigation and evaluation of these algorthnd mechanisms
what we present in the next Chapter. Unfortunately, we coatchccomplish
thorough evaluation in the SIRAMON testbed due to its litié&ze and node
mobility. However, this work was still very useful and letgiin a lot of real
world experience with mobile ad hoc networking.






Chapter 6

Evaluation

Evaluation and validation of the developed algorithms/ha@adésms are an
important part of research. Thus, we laid special emphasisewealuating
our approaches via simulations. In this chapter, first wespra the speci-
fication of a pseudo real-time multiplayer game what we hasedas the
test application in our simulations. After this, we show eualuation of the
PBS algorithm, the technique of service profile creatiomioge weight com-
putation using factorial design and simulations, and oualaation of the
XCoPred prediction mechanism together with its applicaim PBS. And fi-
nally, we give a short, simulation based comparative stddii@®centralized
client/server service management architecture, the ibisted peer-to-peer
architecture and the zone-based architecture using PBS.

6.1 Test Application

As the test application for the investigations of our depelb algorithms/
mechanisms, we have used real-time multiplayer gaminchérfdllowing,

we give a brief overview about the properties and requirgmefreal-time
multiplayer games.

6.1.1 Real-Time Multiplayer Games

Real-time multiplayer gaming is one of the most popular sgame activi-
ties today. Just consider the biggest on-line multiplapéerhet games like
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Half-Life, Counter-Strike, Warcraft, Unreal Tournamentablo which are
played by millions daily all over the world [50]. As technglp advances,
mobile devices are now capable to be used also in playingldigtd games.
Playing via ad hoc networks of these mobile devices incretseflexibility

of players while offering a convenient way to play at any tiarel at any
place without the need of permanent network infrastructlifels, mobile
ad hoc multiplayer gaming is one of the most promising futieeelopment
directions of existing Internet-based multiplayer games.

Quality of Service Properties of Real-Time Multiplayer Games

The most important QoS (Quality of Service) properties af-téne multi-
player games are the end-to-end communication delay, {itxand packet
loss to a certain degree, while the available network badthws of less im-
portance (see Table 6.1) [51].

QoS Property Value

Max. latency 100 — 150 msec
Max. packet loss 3-5%

Max. jitter As low as possible
Required bandwidth Some kbit/s

Table 6.1: QoS Properties of Real-Time Multiplayer Games

For most real-time multiplayer games, a maximum of 100 — 15@an
round trip delay is still acceptable. The upper bound of tiierdable skew
for interactive audio and video applications is estimatemiad 120 msec.
For car racing games, a network delay in the range of 50 to 1€¥rnis al-
ready noticeable but is tolerated by most of the players redea delay of
more than 150 msec results in remarkable degradation ofnitheisers’ per-
formance. Similar results are applied for first-person stiogames [52]. The
effects of jitter, however, are not so well-researchedlyatiency and jitter are
strongly coupled in the Internet with the ratio of jitter sdéncy being 0.2 or
smaller [53]. This also means that jitter in general is venahl in the Inter-
net if latency is below 150 ms and therefore has little impacthe game.
Usually, players’ perception of jitter is game-dependaettaduse high level
of jitter leads to packets not arriving in time thus requirthe use of game
prediction mechanisms such as dead-reckoning [54]. As ulaéty of these
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prediction mechanisms differ from game to game, players pésceive jit-
ter differently. Furthermore, prediction mechanisms cdamtways anticipate
players’ actions accurately so high level of jitter usualggrades the play-
ers’ experience. Hence, the jitter level must be kept as lpwassible. The
packet loss rate has similar effects and it must be kept imghge of 3 — 5
% [51]. And finally, the network bandwidth requirement of $begames is
not so critical. With appropriate game state coding the ggrd game traffic
between the player and server node is usually full duplex @Béhstant Bit
Rate) traffic in the range of some kbit/s (e.g., 5 kbit/s fort¥aft Ill or 34
kbit/s for Counter-Strike) [55].

6.2 Evaluation of the Priority Based Selection
Algorithm

It would be interesting to compare the behavior of PBS to offfe@minating
Set computation algorithms. However, due to the lack ofthaiimobility
maintenance of the other algorithms we cannot easily paripsimulation
based comparison study (we compare analytically the idttacomputation
property of the different algorithms in Section 7.1.2). $hhere we restrict
our investigations to the performance evaluation of the REB®rithm via
simulations [13, 15].

6.2.1 Simulation Settings

As we discussed in the previous chapter, we had implemeh&e&BS al-
gorithm using the NS-2 network simulator [20] and its wisdextensions
developed by the Monarch group [56]. Throughout the sinutat each mo-
bile node shares a 2 Mbit/s radio channel with its neighlgpniodes using a
two-ray ground reflection model [57], IEEE 802.11 MAC (MeuxiitAccess
Control) protocol [47] and AODV (Ad Hoc On-Demand Distandeetor)
routing protocol [58]. We have simulated 3 different scéwswith 2 different
node densiti€’s. First, with 15 nodes from which 10 nodes are participating
in the game session, and second with 35 nodes from which Jeatieipat-

ing in the game in average. The following scenarios have losed in the

13Note that it would have been more desirable to run the sinouigtwvith many more different
node densities (e.g., with 15, 20, 25, 30, 35 nodes) but thggedamulation time required by even
a single simulation prevented us from carrying out this nibegough investigation.
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simulations:

e School Yard Scenario: The School Yard scenario can be character-
ized by a group of people (students) who are standing on aosghod
of 400x400 n? and are playing a multiplayer game together. Because
usually there are no huge obstacles on a school yard thentisgien
range of a device is assumed to be 250 meters, which is a typicee
for WLAN in a free area. Due to this wide transmission rangestof
the players will have 1 hop connections to each other. Theemewnts
of the nodes are simulated by using the Random WayPoint (RWP)
bility model (see Appendix A.1.1 and [56]) in which the nolayer
nodes are moving freely on the whole area of the school yanddem
different destination points, since the distance betweendestination
points of the player nodes is uniformly distributed in thega of 0-15
meters. We assume, that people participating in the cugamie ses-
sion are moving only slightly, because it is quite difficadtrhove and
play at the same time for most of the existing games nowadayes.
speed of the nodes is uniformly distributed in the range 6fl®a/h.

e Train Scenario: In the second scenario, a train is assumed where some
passengers are playing with each other. For the simulatitim 1%
nodes the geometrical dimensions are 240%%about 8 wagons), and
450x5 nt (about 15 wagons) for 35 nodes. Due to the narrow but long
area and the assumption that the disjunction between thensag-
duces the transmission range of the devices (which is sé toeters),
most of the nodes will be connected by several intermediaipes lbe-
tween each others. Because every playing passenger istedpedsit
most of the time during a game session, we use the probatalitie
of 50 % that they will move around. This movement can be charac
ized by moving towards a destination point like the toiletestaurant
wagon, spending some time there and moving back to the seat. N
player nodes will move around more and will not implicitly weoback
to the original starting-point. The speed of the nodes asnagni-
formly distributed in the range of 0-6 km/h.

e Test Scenario: For testing the robustness and reliability of the PBS
algorithm we have used a testing scenario that faces theithligowith
some more challenging conditions than in the previous st d his
scenario has the geometric dimension of 400x48@umthe simulation
with 15 nodes and 800x800%Tor 35 nodes, respectively. All the nodes
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are moving around with uniformly distributed speed in thegs of O-
30 km/h using again the RWP mobility model. The increaseagdpe
leads to much more mobility of the nodes and causes the tigoto
recalculate the Dominating Set more frequently.

Variable Setting

Scenario School Yard, Train, Test

Number of nodes 15 with 10 player nodes and 35 with
25 player nodes

Node weight Uniformly distributed between 1-99

Duration of the simulation time| 900 sec
Number of repetitions 10

Game joining and leaving points Randomly distributed during th
simulation time

D

Used mobility model Random WayPoint
Game traffic Servers client: full duplex CBR -
10 kbit/s

Server< server: forwarded traffig
coming from the clients

Background traffic CBR - 5 kbit/s

5 (15 nodes) and 15 (35 nodes) p
allel connections T

=

Table 6.2: Simulation Settings of the PBS Evaluation

Table 6.2 summarizes the main simulation settings. To asgehe con-
fidence level [35] of the simulations, we had repeated evenylation 10
times using different seed values then averaged the re3ilis means 10
simulations per scenario and node density, and 60 simokiio total. We
set the duration of the game session, and thus the simulttien to 900
seconds in every scenario. The players’ game joining andriggoints in
time were randomly distributed during the simulation. Toglate a real en-
vironment we generated some traffic, as well. Between theeseand their
clients we generated a full duplex 10 kbit/s CBR data flow (28ket/sec-
ond with 64 byte packet size) simulating the game traffic [B%} server to
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server synchronization, we applied the simplest soluti@thaut any opti-

mization or sophisticated data coding. Thus, every selveplyg forwarded

the traffic to the other servers coming from its clients. Wapadded some
background traffic with the following parameters: In the reéos with 15

nodes, the background traffic was generated by 5 parallelezdions being
active at the same time during the whole simulation betwagrao random

nodes. Per connection, the sender produced a 5 kbit/s (ketisecond with

64 byte packet size) data flow for 30 seconds, then a new ctioneeas es-

tablished. In the scenarios with 35 nodes, we increased.imber of parallel

connections being active at the same time to 15. Moreoveseat¢he node
weight randomly between 1 and 99 using uniform distributfon

6.2.2 Simulation Results

We investigated the time PBS requires to compute and maiatBominating
Set of the network graph and the signaling traffic generateihd this time.
For this we used the following metrics:

e Bandwidth: It indicates the bandwidth required by the PBS overhead
data from the viewpoint of a node (the total available bamithvivas 2
Mbit/s in these simulations). The used bandwidth is strpirgluenced
by the size of the sent messages and increases as more neiginoale
has. To avoid counting some messages several times, ordgiielata
has been considered. The traffic characteristics of the snodetain
some bursts, because the nodes only start exchanging oeligtd)
when some changes in the network topology have been detaatbd
no messages are sent if there is no change. In Figure 6.1 aampéx
of the PBS overhead data (without the periodic ‘alive’ mgesa sent
by a single node during a game session is shown. We can sex that
beginning of the game session a lot of data is transmittetdqitce the
DS is built the burst behavior can be detected. Thus, dudngestime
periods no PBS data is transferred, because there are ngeshiarthe
network topology.

The results of the bandwidth investigation (counting ats® periodi-
cally sent ‘alive’ messages) are shown in Table 6.3 (we tailed the
minimum, maximum, average and standard deviation valussdan

14For sake of simplicity we used positive integer numbers akeneeights in this set of simu-
lations.
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Figure 6.1: Example of PBS Data Sent by a Node During a Game Session

the simulation traces). We can see from the table that in¢ched Yard
scenario the required bandwidth is increasing from 448 bitfoughly
1.7 kbit/s on average if the number of nodes increases frot 35. In
the bigger Test scenario with 35 nodes the simulation areaéen sub-
stantially expanded from 400x400?rto 800x800 m and the required
bandwidth has decreased to 582 bit/s comparing with the @&fzod
scenario because there were less 1 hop connections. Moyesirgy
higher speed wireless interfaces in the mobile ad hoc né&téeg.,
11 or 54 Mbit/s according to the IEEE 802.11b/a standard}) fhe
required bandwidth by the PBS algorithm will not cause anyoses
problem, since even in the worst case of our simulationsdéupied
only 0.1 % of the available 2 Mbit/s channel.

e Determination Delay: This delay indicates the time that is needed un-
til a node gets a neighboring DOMINATOR node or becomesfitsel
DOMINATOR. This happens at the beginning of the game session
during the game when the connection to a DOMINATOR node gsts |
due to the node’s mobility and a new DOMINATOR node needs to be
selected in order to rebuild the Dominating Set. The resflthe de-
termination delay investigation are shown in Table 6.4. \Afe see that
in all the three scenarios with 15 nodes, the average delaytie same
order between 111 and 185 milliseconds. However, the maxidelay
in the Train scenario is much higher (1.039 seconds) thahdrother
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Scenario Min. | Max. | Avg.

School Yard w/ 15 nodes 410 | 480| 440 8
Train w/ 15 nodes 402 | 430 412 3
Test w/ 15 nodes 416 | 572| 490| 15
School Yard w/ 35 nodes 676 | 2,412| 1,722 | 180
Train w/ 35 nodes 402 | 498 | 442 | 11
Test w/ 35 nodes 408 | 936 | 582 | 53

Table 6.3:Used Bandwidth by the PBS Algorithm [bit/sec]

two scenarios. This is, because the narrow but long areaeirtrdiin
creates a situation similar to the worst case scenario agrsimd=igure
3.8 of Section 3.2.4. This ‘chain’ topology can lead to dituas where
the DOMINATOR nodes need to be determined step by step. \Wih t
growing number of nodes, the determination delay increasesell.
In the scenarios with 35 nodes, there are more considerdfdeetices
in the average values of the determination delay that arsechly the
different number of 1 hop neighbors, but the maximum valuesa#l

in the same order.

Scenario Min. | Max. | Avg. | ©

School Yard w/ 15 nodes 18 690 | 159 | 172
Train w/ 15 nodes 7 (1,039| 111 | 178
Test w/ 15 nodes 21 674 | 185 | 188
School Yardw/ 35 nodes 3 | 1,130| 283 | 251
Train w/ 35 nodes 411,175| 153 | 193
Test w/ 35 nodes 12 | 1,358 | 510 | 311

Table 6.4: Determination Delay [msec]

e Number of DOMINATOR Neighbor Changes: This metric indicates
from the view of a node how often it looses the connection teighn
boring DOMINATOR node and a new node has to be determined as
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DOMINATOR. Obviously, this number should be as small as jiidss

As we can see observing the determination delay it can take than

one second until a new DOMINATOR is determined in a dense sce-
nario with unfavorable topology. During this time the cliereeds to
connect to a server that is more than 1 hop away if this is ptessi

In Table 6.5, we indicated how often a node had lost the cdiorec
to its DOMINATOR node in the scenarios being used. We canceoti
that the average values are between 0.1 and 0.4. This medmadaist
of the nodes had constant connection to a neighboring DONIDIRA
node during the whole game session. In the Train scenaes\Ver, a
node can loose its DOMINATOR node more frequently becausieeof
narrow but long geometrical shape of the train and the lidnitansmis-
sion range if the DOMINATOR node starts moving around. Gleéne
higher level of mobility also has essential influence on thmber of
required changes. For example, in the Test scenarios thibeauis
relatively high because the topology can change much fasterthe
Dominating Set needs to be recomputed more frequently. fenast-
ing observation is that there are nodes in all scenariog hesiag their
DOMINATOR nodes.

Scenario Min. | Max. | Avg. | ©

School Yard w/ 15 nodes 0 1 0.1 | 0.2
Train w/ 15 nodes 0 2 0.2 |04
Test w/ 15 nodes 0 2 04 | 0.7
School Yard w/ 35 nodes 0 2 01 |04
Train w/ 35 nodes 0 3 0.2 | 0.6
Test w/ 35 nodes 0 4 0.2 | 0.7

Table 6.5:Number of DOMINATOR Neighbor Changes

e Number of DS Changes:This metric is used to give an indication
about the stability of the DS. It shows how often the initiarinating
Set needs to be changed during the game session from a glebal v
point. Note that in our implementation, a DOMINATOR node &ins
a DOMINATOR, even if its clients are covered by other DOMINBIR
nodes. A DOMINATOR node switches back to DOMINATEE status
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Number of DOMINATOR Nodes

only if there are no DOMINATEE nodes left in its neighborhodde
chose this solution, because it could lead to an oscillgtimblem if
a DOMINATOR node having the lowest priority switched backie-
diately when it detected other DOMINATOR nodes also cowgita
DOMINATEE neighbors.

7

6
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Time [s]
Figure 6.2: DOMINATOR does not Switch Back to DOMINATEE

In Figure 6.2, the number of DOMINATOR nodes during the siated
time in one of the School Yard scenario simulations with 38ewis
shown when the DOMINATOR nodes do not switch back to DOMINA-
TEE status at all. We can see, that after building the inR@aininating
Set consisting of 2 nodes, 4 further nodes were added toehismil
the end of the simulation which led to 4 changes in the DS ditie
whole session.

In Figure 6.3, the same situation is outlined if the DOMINAR@odes
immediately turn to DOMINATEE status when they detect tHnstitt
clients are covered by other DOMINATOR nodes. This causeg-a f
guent oscillation in the number of DS nodes massively irgirgathe
number of DS changes. The oscillation can be alleviated iCMD
NATOR node waits a given amount of time then checks again lrdnet
it is still unnecessary. Figure 6.4 depicts the situatioremwh DOMI-
NATOR node waits 10 seconds before switching back to DOMINET



6.2 Evaluation of the Priority Based Selection Algorithm 97

status.

6 |

Number of DOMINATOR Nodes
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Figure 6.3: DOMINATOR Switches Back Immediately to DOMINATEE

Number of DOMINATOR Nodes
w

0 100 200 300 400 500 600 700 800 90C

Time [s]
Figure 6.4: DOMINATOR Switches Back to DOMINATEE After 10 Seconds

Concerning the approximation factor of the DS, the resuits\s in
Figure 6.3 and 6.4 are better than what we can see in Figurbes.2
cause the number of DOMINATOR nodes in average is less dsioga
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the synchronization complexity for the application. On titleer hand,
the various changes force the clients to switch betweeresemore
frequently which causes a lot of overhead. Therefore, wected and
used in all the scenarios presented here the solution whedhNl BA-
TOR node never switches back to DOMINATEE status. To avo@ th
oscillation problem but still get a good approximation of M@ pos-
sible improvement can be the use of node mobility predictaanwe
discussed earlier in this thesis. For the evaluation resflapplying
our XCoPred prediction mechanism in the PBS algorithm seti@e
6.4.6.

In Table 6.6, the number of DS changes in all the differentades is
summarized. With the increasing number of nodes and theehiglo-
bility level in the Test scenario the required changes a®iakcreasing.

Scenario Min. | Max. | Avg. | ©

School Yard w/ 15 nodes 0 1 0.6 | 05
Train w/ 15 nodes 0 4 16 | 1.3
Test w/ 15 nodes 0 2 0.8 | 0.6
School Yard w/ 35 nodes 2 5 3.6 | 0.8
Train w/ 35 nodes 3 7 44 | 1.2
Test w/ 35 nodes 1 9 56 | 2.6

Table 6.6:Number of DS Changes

Number of DOMINATOR Nodes: This metric indicates the number
of DOMINATOR nodes in the computed DS. We collected the mini-
mum and maximum numbers of DOMINATOR nodes in case of the
different scenarios (moreover the minimum, maximum, ayeralues
and the standard deviation of these numbers through theadeuas
with different seed values of a given scenario) in Table 6F &.8.

Investigating Table 6.7 we can notice, that in all the scesahe DS
consists always of minimum 2 nodes as required. Howeveaubege
value in case of the Train scenario is a bit higher than in therawo
scenarios (3.1 and 7.6) because the reduced transmissga aad the
narrow but long geometry require more DOMINATOR nodes. tyarel
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Scenario Min. | Max. | Avg. | ©

School Yard w/ 15 nodes 2 3| 24 |05
Train w/ 15 nodes 2 4| 31|05
Test w/ 15 nodes 2 3| 24|08
School Yard w/ 35 nodes 2 4| 32 |11
Train w/ 35 nodes 6 13| 7.6 | 1.9
Test w/ 35 nodes 5 8| 7.0 | 0.6

Table 6.7:Minimum Number of DOMINATOR Nodes

Scenario Min. | Max. | Avg. | ©

School Yard w/ 15 nodes 2 4| 29|0.9
Train w/ 15 nodes 3 6| 45|15
Test w/ 15 nodes 2 3.0| 05
School Yard w/ 35 nodes 5 9| 6.6]| 0.6
Train w/ 35 nodes 10 16 | 12.6| 1.7
Test w/ 35 nodes 10 17| 13.0| 1.8

Table 6.8: Maximum Number of DOMINATOR Nodes

to the maximum number of DOMINATOR nodes (cf. Table 6.8) we ca
observe very similar tendency. Moreover, the number of DRNIOR
nodes is increasing with the increasing size of the geooatirea and
the increasing number of nodes, such as in the Test scendridh is
not so surprising. The interesting thing is, however, thatTrain and
Test scenario show very similar behavior from this respBais indi-
cates to us, that the careful selection of the scenario andhtbbility
pattern is very important and they should capture real waitichtions
as close as possible.

e Range of the Node Weightsin the simulations shown above, the node
weights were distributed randomly in the range of [1..99]tH/\his
choice, most of the nodes had different weight value asdigimel the



100 6 Evaluation

PBS algorithm could determine the node priority solely lase its
weight in the most cases. This reflects the situation whert nfabe
nodes are assumed to have different capabilities to actrees smrver.
However, we have carried out some investigations also it ¢chae
when the majority of the nodes had the same node weight &skign
being not able to differentiate between the node prioritiely based
on the weight value. Thus, the other criteria to determieenthde pri-
ority, as described in Section 3.2, got more importance. #vethe
simulations of the School Yard scenario with 35 nodes agiatnilolut-
ing the node weights randomly only in the range of [1..4].sTiirne,
we computed just the determination delay (cf. Table 6.9)cdfe see,
that in this case to determine the servers requires sligibhye time but
the difference is not really significant. It indicates, ttiz¢ PBS algo-
rithm gives the same performance regardless how the nodghtseire
assigned. In the upcoming section, we investigate anoteght as-
signment/computation solution, our NWC mechanism, whiftects
more realistically the node capabilities.

Node Weight Range| Min. | Max. | Avg. | ©
[1..99 3] 1,130| 283 | 251
[1..4] 16 | 1,143 | 290 | 248

Table 6.9: Determination Delay with Different Node Weight Ranges ghse

6.3 Service Profile Creation

As we discussed in Section 3.3.2, in our NWC mechanism diffeimpor-
tance levels and thus different parameter weights are tosbigreed to the
node parameters in case of various service types. Thesmetaweights
are collected in the service profile created by the servigeldper. To define
this profile and assign the parameter weights we have dex@Bmechanism
using factorial design and multi-objective optimizatid®]. This experimen-
tal design is based on simulation and discussed in the follpw
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6.3.1 Pseudo Game Service Specification

We have defined a pseudo service, a real-time multiplayeegaia which
we demonstrate here the procedure of the factorial desigedign the node
parameter weights, and thus create the service profile.

The main characteristics of this pseudo service are thevioilg:

e Processing load generationThe service generates a certain process-
ing load on the nodes. This is associated with the game @agtivity
but also with the zone server role if the given node acts asa gerver.
Unfortunately, in a simulation environment it is very haadrealisti-
cally simulate the changes of the processing load (CPU andane
load) generated by the service without implementing theiceitself.
Moreover, this load can be different on divers device typeg.( on
laptop, PDA or mobile phone). Thus, for sake of simplicity agsume
that, whatever the device type is, being a zone server ofameghas a
minimum requirement of 500 MHz processor and 50 Mbyte freenme
ory, since the game playing activity requires 700 MHz preocesind
30 Mbyte free memory, respectively. Moreover, the gameeservie
generates a 10 % CPU load and occupies 50 Mbyte memory centinu
ously, since playing the game (being a client) generates % fPU
load and occupies 30 Mbyte memory continuously.

After this, the minimum requirements of the service are khdde-
fore selecting a zone server or deploying the game client nadz.
Moreover, the generated processing load of the service eagabily
computed now.

e Energy consumption: For sake of simplicity, in computing the con-
sumed energy by the service we consider only the traffic géeeby
the game on the node. Thus, we define the energy consumpttbe of
service as the linear function of the game traffic, i.e., g\wemt/re-
ceived packet consumes 1 mW energy.

We have implemented this simple mechanism in the simulitore-
over, we used this strategy also in computing the battergl lef/the
node taking into account only the traffic the node sent orivede

e Generated traffic: We define the game traffic, likewise in Section 6.2.1,
as a full duplex 10 kbit/s CBR data flow (20 packet/second \8ith
byte packet size) between the zone servers and their cliemtserver
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to server synchronization, we assume that the traffic corfromg the
clients of the given server is simply forwarded to the ottewers.

The characteristics of our pseudo game service are surrgddriZlable
6.10.

Property Value
Min. CPU (server) 500 MHz
Min. CPU (client) 700 MHz
CPU load (server) 10%
CPU load (client) 30 %

Min. free memory (server) 50 MByte

Min. free memory (client)| 30 MByte

Memory load (server) 50 MByte

Memory load (client) 30 MByte

Energy consumption 1 mW per packet sent/received

Traffic (servers client) Full duplex CBR - 10 kbit/s

Traffic (server= server) | Forwarded traffic coming from the client

n

Table 6.10:Characteristics of the Pseudo Game Service

6.3.2 Factorial Design

Factorial design is an experimental design technique ésdpegseful to mea-
sure the effects of a group of factors on the output of an éxyent [35].
Applying this technique it is possible to determine that bamation of the
factor values which gives the best performance of the systém complete
analysis of the factors is calléelll Factorial Design where every possible
combination of the factor values is created and analyzedalls a full fac-
torial design is expensive, time consuming and not possibtarry out due
to the huge number of combinations to be investigated. Hewé@v most of
the cases some of the factor values can be eliminated irglyitivhich are not
important or obviously have no or just very small influencetlom system’s
output. In this case, we are talking abéuactional Factorial Design
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In NWC, we have five factors (the parameter weights) withelti&erent
values of each (see Section 3.3.2). Our objective is to ohbervia simu-
lations that combination of the factor values, called seryrofilé®, which
gives the best performance of the selected metrics (se®B8€c8.4).

Applying full factorial design for our case?3-= 243 different simulation
runs would be required not counting the repetitions of timeusations with
various seed values to increase the confidence level. Thigtiser practical
nor feasible due to the high computation and time requiréroéthe sim-
ulations. Thus, we eliminated some of the factor values arded out a
fractional factorial design.

Fractional Factorial Design

In the NWC mechanism, three possible values can be assigreath factor.
The values are shown in Table 6.11 (O - low; 0.5 - normal; 1 hig

Weight of
CPU Memory | Battery | Link Quality | Position
0;05;1(0;05;1(0,;05;1 0;05;1 0;05;1

Table 6.11:Values of the Different Parameter Weight Factors

To reduce the number of combinations and thus the numbemoidations
to run, we eliminated some of the values (see Table 6.12hdakto account
the properties of real-time multiplayer games, from théter investigations
based on the following intuitions:

e CPU weight: Real-time applications, hence real-time multiplayer game
are usually processing intensive services. To avoid setpateak nodes
as zone servers, it is important to take into account thesiguiecess-
ing power in the node weight computation. Thus, we used tvioega
such asnormal and high, for the CPU weight factor in our factorial
design.

e Memory weight: The same arguments hold for the memory weight

15Note that this combination can be different in case of diffitrnetwork scenarios. Thus,
using a static service profile cannot provide a general ide@bination for all cases. The use of
some dynamic service profile would solve this problem, whatains as future work.
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Comb. No. | CPU | Memory | Battery | Link Quality | Position
1 1 1 0 1 1
2 1 1 0 1 0.5
3 1 1 0 0.5 1
4 1 1 0 0.5 0.5
5 1 0.5 0 1
6 1 0.5 0 0.5
7 1 0.5 0 0.5 1
8 1 0.5 0 0.5 0.5
9| 05 1 0 1

10| 05 1 0 0.5
11| 05 1 0 0.5 1
12| 05 1 0 0.5 0.5
13| 05 0.5 0 1
14| 05 0.5 0 0.5
15| 05 0.5 0 0.5 1
16| 0.5 0.5 0 0.5 0.5

Table 6.12:Considered Combinations of the Parameter Weight Factaué&l

factor, as well. So, we investigated two levels of this fadtke normal
andhigh.

e Battery weight: The available battery level can be important for en-
ergy intensive or long-life services. However, ad hoc gatieasot have
special energy requirements comparing to other applicatémd they
are usually short time games mainly to kill waiting or trdivey time.
Thus, we neglected this factor from our investigations assiigied al-
ways thdow weight level.

e Link Quality weight: Real-time multiplayer games have strict QoS re-
quirements towards the underlying network, as we discussgdction
6.1.1, and in this respect the quality of the nodes’ linksiamgortant
in the zone server selection. Hence, we used again two valoasal
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andhigh, for this factor in our factorial design.

e Position weight: The creation of a small DS has the advantage of
reducing the inter server synchronization delay and oattigaffic.
Clearly, this can be achieved by selecting nodes with gotwork po-
sition into the DS. Thus, the position parameter is impdtiatake into
account and we used tmmrmal and high values of this factor in the
investigations.

As we can see in Table 6.12, we had managed to reduce the namber
combinations of the different parameter weight factor galto 16 what we
finally considered in our factorial design. Thus, we redubedminimal num-
ber of simulations to run, not counting the repetitionsnfr®43 to 16.

6.3.3 Simulation Settings

To select the best combination of the factor values for thrergservice, we
did run simulations. In these simulations, we investigatéccombinations
(cf. Table 6.12) and picked that combination as the servioélg which had
given the best performance of the measured metrics.

As earlier, we used the NS-2 network simulator and its wigkxtensions
for the simulations. We applied the PBS algorithm to compung maintain
the zone server set in the simulations, but this time the medghts were not
assigned randomly rather computed by our NWC mechanismeimghted
as an extension to PBS (cf. Section 5.1.3). We used the sasie d#tings
as in the previous simulations, thus each mobile node steaMbit/s ra-
dio channel with its neighboring nodes using the two-rayugbreflection
model, IEEE 802.11 MAC protocol and AODV routing protocol.

This time, we did run the simulations using only two differsoenarios:

e School Yard Scenario:We used the same settings in this scenario,
as in case of the PBS evaluation. Thus, we set the area of tioelsc
yard to 400x400 r the transmission range of every device to 250
meters and the node density to 15 nodes from which 10 nodes wer
participating in the game session in average. The movenudrite
nodes were modelled by using the RWP mobility model with #ras
settings as earlier. The speed of the nodes was uniformtiyited in
the range of 0-6 km/h.
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e Test Scenario:Again, we used the same settings as in case of the PBS
evaluation. We set the geometric area of this scenario ta@mDnT,
the transmission range of the devices to 250 meters and theden-
sity to 35 nodes from which 25 nodes were participating ingame
session in average. All the nodes were set to move aroundumith
formly distributed speed in the range of 0-30 km/h using atfze RWP
mobility model.

Variable Setting

Scenario School Yard (400x400 R), Test
(800x800 )

Number of nodes School Yard - 15 with 10 player
nodes

Test - 35 with 25 player nodes

Node weight In the range 0f0..1], computed by
NWC

Duration of the simulation time| 900 sec
Number of repetitions 10

Game joining and leaving points Randomly distributed during th
simulation time

D

Used mobility model Random WayPoint
Game traffic Servers client: full duplex CBR -
10 kbit/s

Servers server: forwarded traffig
coming from the clients

Background traffic CBR - 5 kbit/s
School Yard - 5, Test - 15 parallel
connections
Node settings: CPU type 500 - 1000 MHz
Memory 256 or 512 MByte

Battery capacity | 1500 - 5000 mW

Table 6.13:Settings of the Simulations to Create the Service Profile
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Table 6.13 summarizes the main simulation settings. We éyaehted ev-
ery simulation 10 times using different seed values thenamesl the results
and computed the 95 % confidence interval of the average ghtrés 10 sim-
ulations per scenario and combination, and 320 simulafiotstal. We set
the duration of the game session, and thus the simulatiog, tin900 sec-
onds. The players’ game joining and leaving points in timeenandomly
distributed during the simulation. To simulate the gaméitsawe used the
characteristics of the pseudo game service we specifiedeajobvSection
6.3.1). Thus, we generated a full duplex 10 kbit/s CBR data fetween the
servers and their clients and as synchronization traffiveen the servers
every server forwarded the traffic to the other servers cgrnom its clients.
In the School Yard scenario, the background traffic was geadry 5 par-
allel connections being active at the same time during thelevbimulation
between any two random nodes (consuming the same amounegfyeas
in case of the game service but not generating CPU and memadyon the
given node). Per connection, the sender produced a 5 khit#sflow for 30
seconds, then a new connection was established. In theCkrstrio, we in-
creased the number of parallel connections being actiieeasame time to
15.

For computing the parameter values in NWC, besides theceespiecifi-
cation we have to specify also the node properties. Thu$drsimulations
we used nodes with 500 - 1000 MHz CPU regardless the exaagsoctype,
256 or 512 MByte memory and 1500 - 5000 mW battery capacitg.vittues
were randomly assigned to the nodes at the beginning of tin@aiions.

6.3.4 Simulation Results

The simulation results are depicted in Figure 6.5 using tte8| Yard sce-
nario and in Figure 6.6 using the Test scenario, respegtiVhk figures show
the average values of the applied metrics and their 95 % cand&linterval
in case of the investigated factor value combinations. Tasaee the perfor-
mance of the different combinations, we used the followiregrins:

e Number of DS Nodes:This metric indicates the number of DOMINA-
TOR nodes in the computed DS. The size of the DS is highly infied
by the node weight assignment, i.e., how the weight numberslia-
tributed in the network. If only the node degree is considénghe DS
creation, which is usually the case in other DS computatigoréhms,
the computed DS tends to be a good MDS approximation. Howigver
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Figure 6.5: Simulation Results Using the School Yard Scenario

our case the node weight depends not only on this but alsovamnade
other parameters. Thus, the size of the computed DS can bie loiyic
ger than the size of MDS even if the position parameter of tderhas

a normalor high parameter weight value assigned in the node weight
computation.

Using the School Yard scenario, we always observed a quidi 88,
see Figure 6.5, which can be explained basically by the sicepaop-
erties. The simulated geometric area in this scenario is4@0n? and
the network contains 15 nodes, which results in the compl®terage

of all the nodes by a DS consisted of usually 3 to 5 nodes. Thiedse-
formance regarding this metric was produced by combindiddote
that in this combinatiohigh parameter weight value is assigned to the
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Figure 6.6: Simulation Results Using the Test Scenario

position parameter of the node.

In the Test scenario, we observed slightly different ress{dee Figure
6.6). The main difference is the increased number of the DOMOR
nodes. The geometric area of this scenario is larger thdreiprevious
case (800x800 A), the network consists of more nodes (35) and the
nodes are moving with higher speed (in the range of 0-30 kriYbg

to these reasons the computed DS contains usually 6 to 1Gnlde
this scenario, combination 11 showed the best performance the
viewpoint of the DS size. And agaihjgh parameter weight value is
assigned to the position parameter of the node in combimatio

e Number of DS ChangesThis metric measures the stability of the DS.
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It shows how often the initial DS needs to be changed duriegstin-
ulation from a global viewpoint. As earlier, in our implentation a
DOMINATOR node remains a DOMINATOR even if its clients are
covered by other DOMINATOR nodes, and switches back to DOMI-
NATEE status only if there are no DOMINATEE nodes left in isigh-
borhood.

We can observe that the number of DS changes shows the bitjfest
ference when the two investigated scenarios are compahedsSdhool
Yard scenario showed a very stable DS performance (cf. E§%) due
to the relatively low level of network dynamics in this scenaln most
of the cases, only a few or no changes occurred during thesvgiimlu-
lation. Combination 13 produced the best performance withverage
of 1.43 DS changes, in which combinationrmal parameter weight
value was assigned to the CPU and memory parameters whegkas
parameter weight value was assigned to the link quality aositipn
parameters, respectively.

Using the Test scenario, the same combination, i.e., caatibim 13,
showed the best performance (cf. Figure 6.6). Howeverjsrsttenario
the observed stability level of the computed DS was obvipsisialler
in case of all investigated combinations than in the Scheotsce-
nario resulting in a much higher number (usually 4 to 7) of b&nges.

Number of Anomalies: This metric indicates how often DOMINA-
TOR nodes are not able to support properly the running of épéoyed
service. It counts how many times the available CPU, memohbat

tery capacity of DOMINATOR nodes drops below a preset thoish
value (10 % in case of CPU and memory, 5 % in case of battery, see
Section 3.3.2) in global. If such a thing happens, an anoisajgner-
ated triggering a new DS selection round.

We observed very low number of anomalies with small varieio
both scenarios. All of these anomalies were created by tbpping
battery power. This reflected our expectations becauseliwitted re-
source properties only a small number of nodes had been ngbé i
simulations as we had assigned the property values randiorthe
nodes (cf. Section 6.5.1). Moreover, the used servicesedrsitmula-
tions (the game service and the generated background raéfie not
processing intensive services. Only the available bagewer could
drop below the preset threshold during the simulation tirhema node
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with small initially assigned battery capacity had to fordiaelatively
high amount of traffic (cf. Section 6.3.1 and Section 6.5.1).

The number of anomalies was usually in the range of 0 to 1 ubkieg
School Yard scenario (see Figure 6.5) and in the range of Qusirg)
the Test scenario (see Figure 6.6), respectively. Agaimpioation 13
showed the best performance in case of the both scenarios.

Note that in the simulations, we monitored the propertigh®@fame traf-
fic, as well. We wanted to see whether they were in compliarittethe QoS
requirements of real-time multiplayer games (cf. Sectidnl). We observed,
that to keep the end-to-end communication delay and detay felow the
required limits (i.e., to keep the delay below 150 msec aeditter as low
as possible) was easily achievable in our scenarios usangtémdard IEEE
802.11 MAC protocol and AODV routing protocol. However, wautd not
always keep the packet loss rate below the maximum allow&abl® %. To
comply also with the packet loss rate requirement, we shiotidduce and
implement Quality of Service mechanisms instead of mersiygibest effort
type communication with contention based medium acces$ia¥e investi-
gated and elaborated also this issue (see [59-61] for meadsjdut we do
not discuss it further in this thesis.

Determine the Service Profile

We used several metrics in the performance investigatiothefdifferent
factor value combinations and obviously not always the saombination
showed the best performance. Thus, the selection of the icatidn appro-
priate for the given service is a trade-off based on how irigmarthe various
metrics are for the service developer. To be able to comparditferent com-
binations, we used thaulti-objective optimizatiotechnique [35].

This technique takes each objective function (metric) anttiplies it by

aweighting coefficient wThe modified functions are then added together to

obtain a single cost function as given in Equation 6.1:

f(x) = iiWi fi (%), (6.1)

where 0<w; <1 andz!‘zlwi = 1. The objective functions, i.€;()-s, must
be optimized before computing the cost value. Moreovemigighting coef-
ficients must be determined beforehand, thus the serviégrass expected
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to set these values according to how important the variousicaeare for
him/her.

In our example, the objective functions represent the cdetpaverage
values of the metrics and we set the weighting coefficierdsraing to Table
6.14.

Metric Weight
Number of DS NodesSNU Mnoged 2/10
Number of DS ChangeNU Mchange3 5/10
Number of AnomaliesNU Manomg 3/10

Table 6.14:Weighting Coefficients of the Used Metrics

After this, the cost value of the different combinations t@ncomputed
in the following way:

wherecn represents the combination number. Note that before thevabse
is computed all the metric values are normalized. This waycthst value of
the different combinations can be easily compared, anddh#nation with
the lowest cost value can be selected as the service profile.

Figure 6.7 and 6.8 depict the cost values of the differentlioations
together with their 95 % confidence interval using the Schtaotl and the
Test scenario, respectively.

We can see, that in both scenarios combination 13 has thesiawest
value. Thus, we can select the parameter weight valuessemted by com-
bination 13 (cf. Table 6.15) as the service profile of readetimultiplayer
games.

Weight of
CPU | Memory | Battery | Link Quality | Position
0.5 0.5 0 1 1

Table 6.15:Service Profile of Real-Time Multiplayer Games



6.3 Service Profile Creation 113

o8| L] A . O S T -

Cost Value

06 $ | e e ]
04 | | | —

Combination Number

Figure 6.7: Cost Values Using the School Yard Scenario

Note that the selected metrics to evaluate our factoridbdesere up to
our choice and any other metrics could have been used al&isTinue for
the weighting coefficient assignments, too. Moreover,|t¢eat the best per-
forming combination of the factor values can be differentase of different
network scenarios. For example, it could have happeneduhagbot a differ-
ent best performing combination using the School Yard seerlaan using
the Test scenario. Thus, using a static service profile dgrowgide a general
ideal combination for all the cases. The use of some dynaeniéce profile
would solve this problem, whose investigation remains aséwork.
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Figure 6.8: Cost Values Using the Test Scenario

6.4 Evaluation of the XCoPred Prediction
Mechanism

In this section, we evaluate XCoPred via simulations. Theduation starts
with determining the optimal choice of the design paransetiscribed in
Section 4.2. First, we show how the number of training sasiolethe Kalman
filter's autoregressive model was set. Then the query orddrtiae match
threshold parameters are investigated, both have influemt¢kee number of
predictors and on the accuracy of the predicted SNR valuigst Aaving set
the parameters, we evaluate the accuracy of the predictiog the Random
WayPoint and the Freeway mobility models. And finally, taglrate the ap-
plication of our prediction method we show how XCoPred capriowe the
performance of the PBS algorithm.
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6.4.1 Simulation Settings

This time again, we have implemented XCoPred in the NS-2 ortwimu-

lator (cf. Section 5.1.4). For the simulations, we used N&@ its wireless
extensions with the same basic settings as in the previvastigations, thus
each mobile node shared a 2 Mbit/s radio channel with itshiriging nodes
using the two-ray ground reflection model, IEEE 802.11 MAGtpcol and

AODV routing protocol.

Concerning our prediction mechanism, there are two ctifaetors for
getting realistic and meaningful simulation results. figs realistic model
of the SNR is required. Second, the simulations have to bevitimmobility
models representing a wide range of different possibleiphysnvironments.

SNRin NS-2
As the propagation model, we have used the shadowing modehwhmes

with NS-2 (cf. [62]). The shadowing model calculates theereed signal
powerP;(d) at distancel according to

= _10BIog(dg)+XdB[dB], (6.3)
0 0

wheredp is a reference distanc@, is the path loss exponent ad{g is a
random variable with Gaussian distribution, zero mean tarttigrd deviation
0gg. Both B and ogg are depending on the physical environment. Typical
values for them can be found in [62]. We have choBen4 andogg = 7 as
values representing office environments.

In order to account for environmental noise and receiveseycanother
random variable with Gaussian distribution was added toSN® values.
The mean was set te 90 dBm with a standard deviation of 4 dBm. As for
interference, we used the collision detection model of N8/Ben a packet
arrives, the receiving function simply checks, whether smther packet is
currently being received. If this is the case, the signalgroe¥ this packet is
accounted as interference.

More details can be found about NS-2’'s SNR implementatiodpA
pendix A.2.
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Mobility Models

As stated in Assumption 3 in Section 4.1.1, we have no a pnésirmation
about the physical environment in which the network is ledafrhus, in or-
der to get simulation results which are meaningful for a dn@ange of phys-
ical environments, we have used two different mobility medeith vastly
different node behaviors.

We have chosen the Random WayPoint model as a represemfatiode
mobility showing high level of randomness. The simulatietup of our RWP
scenario is summarized in Table 6.16.

Variable Setting
Mobility model RWP
Max. speed 5m/s
Pause time 5sec

Simulated area | 1000x1000 A
Number of nodes 10

Table 6.16:Simulation Setup Using the RWP Mobility Model

As a representative of a mobility model which shows a clearcttire
concerning the behavior of the nodes, we have chosen thev&yaaobility
model (see Appendix A.1.2 and [63]). Using this model it isgible to sim-
ulate the traffic on a highway with high level of realism. Treggmeters we
used in case of this model are shown in Table 6.17.

Variable Setting

Mobility model Freeway

Lanes 4 (2+2)

Speed Fast lane: 110 km/h ... 130 km/h

Slow lane: 80 km/h ...110 km/H
Simulated freeway length 5000 m
Number of nodes 25

Table 6.17:Simulation Setup Using the Freeway Mobility Model
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6.4.2 Setting the Kalman Filter Parameters

As discussed in Section 4.2.1 previously, the Kalman filemameterst and
¢ can be computed according to Equation 4.10 and 4.11. In twdsat them
at each filtering step, that is at each time a new measuremenade, the
past measurements of the link have to be used as trainingBlattave have
not discussed yet the training data or@eti.e., how many values in the past
should be used as training data. Using only a small numbeainfiing mea-
surements for creating the model should give better rethdts choosing a
large training data order, since this creates a more accomadle! of the actual
link state. As the Kalman filter operates only with 1-stegadpredictions,
this is a different case than predicting the link qualityefp@s which requires
long term predictions. Thus, for the Kalman filter a modelrgknto account
only the recent past of the link should be created.

Simulation Results

To determine the optimal choice of the training data orderran simulations
using the RWP scenario described above. We had repeatedseveration
10 times using different seed values then averaged thesesud computed
the 95 % confidence interval of the average. Each simulatonfor 300
seconds. At every second a link model was created for eadedirtks in
the network giving enough data for evaluation. We ran theukations with
different model orders in the range from 3 to 13 and companedjuiality
of the model®. This means 110 simulation rounds with the repetitions in
total. As the measure of the quality of autoregressive nxdeé coefficient
of determinatiorR? is widely used (cf. [39]) and we also applied this. It is
defined as

R & TiR-x)?
zixi2 ziXiz

, (6.4)

where the estimated (by the model) value at tinie denoted by;"and the
measured value by. The values oR? fall in the interval of[0..1], where 0
means a bad fit and 1 means a perfect fit of the model.

16Note that model order 1 and 2 were omitted because with oggesialue no model can be
created and having only two training values leads in any tmseR? value of 1, as the model
would simply be a straight line through the two points withany error.
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Figure 6.9: Model Order Investigation of the Kalman Filter

The resulting averagB? values, depending on the training data order,
together with the 95 % confidence interval of the values an#ted in Fig-
ure 6.9. The plot approves our intuitively assumed decregtfe coefficient
of determination. The best fit of the model to the trainingadaith R = 0.91
is achieved at training data order 3, then it goes steadiyndo a value of
R? = 0.59 at model order 13.

These results suggest to chose a model order of 3. Howevehawe
observed that this small amount of training data occaslpiedds to unsta-
ble predictions. If the 3 training values are in an unfavteaonstellation
because of the noise, the model fit might be good, but theptettead pre-
diction is an unrealistic value. Thus, in order to get moabk predictions, a
training data order higher than 3 had to be chosen. The clobi¢as a rea-
sonable value, as the coefficient of determination With= 0.65 is still high
enough and the probability of unstable predictions is alygauch smaller.
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6.4.3 Setting the Prediction Parameters

For the prediction part, the parameters to be discussecharguery order
and the match threshold. They both have a direct influencé®priediction
accuracy and should be set in a way that gives as accuratetmed as
possible.

Query Order

The query ordep (see Definition 4.2.3) is related to how long a pattern in
the movement of the nodes is assumed to be. However, as tieane alearly
defined patterns with a unique length in the training dat@,afhtimal query
order cannot be set analytically, rather it has to be chogeotter means,
e.g. simulation, instead. Furthermore, different phyisiceironments of the
network may lead to different lengths of the observed pasgtehus the query
order should be set as some trade-off between environmleoisireg short
patterns and those showing longer patterns.

The two main effects of the query order on the prediction esmxyare:

e A short query leads to a large number of predictors. This iereeft,
as the decision of which predictor should be used as predictin be
based on many predictors. However, if the query order is toallsthe
predictors are bad representations of the current nodevimeh@his
may lead to a degraded accuracy of the prediction.

e Alarge query order leads to a small number of higher qualiégiztors
with the risk that the number of predictors gets too smalvenaone is
found at all. This should be avoided, as in this case thedekisolution
(see Section 4.2.2) has to be applied.

Match Threshold

The match thresholgnin (see Definition 4.2.4) is the value above which the
correlation of the query and the training data at a certajnriés considered
to be a match. The match threshold, just as the query ordarences the
number of matches found and therefore the number of predieiod the
accuracy of the prediction. Its influence is quite similathe influence of
the query order:
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e A small match threshold leads to a big number of predictsgha
match need not be perfect. However, a too small thresholde&iarm-
ful, since patterns are considered as matches which arealbt simi-
lar to the query.

e On the other hand, choosing a high match threshold leads noad s
number of predictors, as only few situations are consideiedlar
enough to the query. Again, this is risky as the number of ipters
may be too small or no predictor may be found at all.

Simulation Results

Our final goal is to optimize the accuracy of the predictidiuienced by both
of the query order and the match threshold. Thus, we haveimmaions
with several possible combinations of these parametersitbtfie optimal
one.

For these simulations we used both of the RWP and the Freaeaaso
described above. With each of the scenarios we had repédetaihtulations
10 times using different seed values then averaged thesesud computed
the 95 % confidence interval of the average. In case of the R¥eéRasio,
the simulations ran for 630 seconds, split in 600 secondsditecting train-
ing data and 30 seconds for checking the accuracy of everotigesét (30-
seconds-ahead) predictions made at time point 600. In dabe ¢-reeway
scenario, the simulations ran only for 330 seconds, as #i@ng phase did
not have to be as long as in the RWP case because the obserRRgub&Rrns
were more limited. Thus, we used 300 second training phas8@seconds
for checking the accuracy.

To get some insight of how these two parameters, the quegy ardl the
match threshold, affect the prediction accuracy we ingastid the following
combinations. The match threshold has been varied in teevaitof [0.5..0.9]
with steps of 0.05, which gives 9 different values. The queder has been
chosen in the interval of [20..100] in steps of 20, thus Sedéht values were
simulated. All possible combinations of these values givetal number of
9 x 5 = 45 configurations. Thus, together with the repetitions we 480
simulations per scenario and 900 simulations in total.

Figure 6.10 and 6.11 show the average number of predictongrpdic-

tion depending on the query order and the match threshdklt{the we did
not depict the confidence intervals for sake of visibilifife figures confirm,
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Figure 6.10: Average Number of Predictors Using the RWP Model
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Figure 6.11: Average Number of Predictors Using the Freeway Model
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that small query order and small match threshold lead to highber of pre-
dictors. The absolute numbers are not relevant, as theynddpghly on the
length of the training data, the number of links the nodestend other set-
tings. However, what we can extract from the plots are sonpeupounds
of the parameters. In case of a match threshold in the rane&70.9], the

number of predictors is, especially in the RWP scenarior@gughing zero.
The same can be observed for query order values in the ran®.0£00],

where the number of predictors gets very small.
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Figure 6.12:Mean Prediction Error Using the RWP Model

We have also investigated the average absolute prediction ghown
in Figure 6.12 using the RWP model and in Figure 6.13 using-tleeway
model. In these figuré$ the prediction error in dB, depending on the query

1"Note that in these figures the scaling order was reversed e@trery Order and Match
Threshold axes compared to Figure 6.10 and 6.11 for sakettef bepresentability.
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Figure 6.13: Mean Prediction Error Using the Freeway Model

order and the match threshold, is plotted for different ptizh orders, like

1, 5, 10, 20 and 30-steps-ahead predictions, respectiviest. considering
the RWP model, the 1-step-ahead prediction error does atty depend on
the two parameters and is constant with a value about 2 dBoRger term

predictions above 10 steps, the error starts to signifigamtrease for higher
match thresholds. The reason is that for high thresholdsradigiors can
be found and the fallback model (see Section 4.2.2) is uskesd results
suggest to choose a small match threshold of about 0.5.

Considering the prediction error using the Freeway modeivsha dif-
ferent situation. In this case, the error values are smdllierto the clearer
structure of the patterns. For short term predictions, wealzserve an aver-
age error of about 1 dB which is again independent of the qostgr and
the match threshold. However, for longer term predictioescan see an im-
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portant difference to the RWP case. Where, using the RWP Intheéeerror
depends mainly on the match threshold and not so much on #ry qtder,
using the Freeway model the opposite is the case. The ermooiis or less
independent of the match threshold but increases signiifjcaith a smaller
guery order. If a situation in the past is really similar te tturrent situation,
the patterns will match even with a high match threshold. dther effect,
the error increase with too short query orders, is a signateatery order of
below 60 is too small for the Freeway case.

As a trade-off of the observed effects using the RWP and tkeray
model, we have chosen a query order of 70 and a match thresh@l8 for
the further evaluations of XCoPred. These values led in ogharios to good
results. Note that if we have some knowledge about the palysivironment
of the network and the mobility patterns of the nodes, thesarpeters may
be tuned accordingly in order to get the best possible sult

6.4.4 Complete Setting of the Design Parameters

Table 6.18 shows the complete setting of the XCoPred piedichecha-
nism’s design parameters.

Design Parameter Value

Kalman filter parameters:

a computed according to Eq. 4.10
c computed according to Eq. 4.1
process noise covarian€e 49
training data orde® 7
Prediction parameters:
measurement interval 1sec
no. of stored measuremerNs| 2048
guery ordeio 70
match threshol@min 0.5
prediction ordet depends on the application

Table 6.18:Complete Setting of XCoPred’s Design Parameters
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6.4.5 Prediction Accuracy

In order to evaluate the prediction accuracy in more detalused again the
RWP and the Freeway mobility models. The simulation time s&tg¢o 630
seconds in the RWP case and to 330 seconds in the Freewayasad
repeated every simulation 10 times with different seedesthen averaged
the results and computed the 95 % confidence interval of taeage again.
This gives 300 simulations per scenario and 600 simulatiotstal.

Figure 6.14 and 6.15 depict in more detail the dependencleechver-
age absolute prediction error on the prediction order udiegRWP and the
Freeway mobility models with query order 70 and match tho&tB.5 (the
confidence intervals are not shown in the figures for sake gibility). In
the RWP case, for a 1-step-ahead prediction the error istébdB, it then
steadily increases with the prediction order up to a valueofind 5 dB for a
30-steps-ahead prediction. In case of the Freeway modetetults are a bit
more surprising at first sight. The error first increases uprtaximum value
of around 3 dB for a 12-steps-ahead prediction. Then itstartdecrease
again, until it reaches a value of about 2 dB for a 30-stegmaiprediction.
This decrease stems from the rather short lifetime of tHes|inspecially be-
tween nodes driving in opposite directions. As more and nioks break,
the predictions in average get more accurate. The reasbatishe absence
of a link can usually be predicted without any error where@sligting the
exact SNR value of an existing link will always contain som®e
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Figure 6.14: Mean Prediction Error for Different Prediction Length Usjn
the RWP Mobility Model, Query Order 70 and Match Threshofl 0.
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Figure 6.15: Mean Prediction Error for Different Prediction Length Usjn
the Freeway Mobility Model, Query Order 70 and Match Thrddth5

6.4.6 Applying XCoPred in the Priority Based Selection
Algorithm

To illustrate the application of XCoPred we had integratédto the PBS al-
gorithm (cf. Section 4.3) and ran another round of simutetito see whether
it could improve the stability of the computed DS.

Simulation Results

Again, we used both the RWP and the Freeway mobility modetls simu-
lation settings given in Table 6.16 and 6.17 and repeatedithelations 10
times with different seeds to increase the confidence lénval iveraged the
results. This means 70 simulation rounds per scenario abdiflilations in
total. In case of the RWP scenario, the simulations ran fOr€&@onds, using
300 seconds for gathering training data. At time 300, the @S eomputed
and then maintained for the next 300 seconds. With the Freseemnario, the
simulations ran for 300 seconds, split in 200 second trgipimase and 100
seconds for maintaining the DS. The parameters of the gredialgorithm
were set according to our investigation results in Sectid36 Thus, we set
the query order to 70 and the match threshold to 0.5.

The results of these simulations are summarized in Tabk &l 6.20
for the RWP case and for the Freeway model, respectivelyidibles show
the average number of server nodes and the average numbé& dfidnges
depending on the link stability criterion (see Section 4R)r instance, a
link stability of | = 30 implies that a link is assumed to be stable if it is still
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available during the upcoming 30 seconds. The first row otdbés shows
the results without using predictioh=€ 0). In the following rows, the stability
criterion got more and more stridt£ 10..60). Additionally to the number of
servers and DS changes, the standard deviation and thenpegeearalues are
also given with values without prediction set to 100 %.

| | No.of Servers| © % | No.of DS Changes| o© %

0 3.45 0.25| 100 20.4 6.50 | 100
10 4.62 0.52| 134 20.0 6.29| 98
20 4.64 0.46 | 134 19.0 4.06| 93
30 4.63 1.13| 134 16.6 459| 81
40 4.68 0.45 | 135 16.6 362 | 81
50 4.54 0.68| 132 18.2 3.54| 89
60 4.49 0.89| 130 17.4 5.81| 85

Table 6.19:Average No. of Servers and DS Changes With the RWP Model

| | No.of Servers| © % | No. of DS Changes| o| %

0 11.80 0.43| 100 71.2 9.60 | 100
10 12.51 0.56 | 106 63.4 5.68| 87
20 12.78 0.35| 108 58.4 12.17| 80
30 12.58 0.33| 107 54.2 798| 75
40 13.04 0.68 | 111 534 10.05 | 74
50 12.82 0.65| 109 55.0 8.90| 76
60 12.94 0.50| 110 56.6 8.04| 78

Table 6.20:Average No. of Servers and DS Changes With the Freeway Model

The results using the RWP model show that the number of seimer
creases applying the link stability criterion by more th&®3 from the value
of 3.45 up to around 4.7. This larger number is the cost whashtb be paid
for the increased DS stability. Considering the DS charthesaverage num-
ber could be reduced applying the stability criterion frodndto 16.6. This is
a 19 % reduction in the optimal case of requiring 40 second3(seconds
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which gives the same reduction) of link stability.

Inthe Freeway scenario, the results in Table 6.20 look airbilit better. In
general, the number of servers and the number of DS changagyger than
in case of using the RWP model, because the mobility of thesdlhigher.
A nice difference to the RWP scenario is, that the cost of aensteble DS
is much smaller and the increase of stability is higher. ;xdptimal case of
| = 40, the number of DS changes could be reduced by 25 % from @1.2 t
53.4, while the number of servers is only increased by 11 % fiee average
of 11.8 to 13.04.

In our case dealing with real-time services, decreasingitimber of DS
changes is usually worth the price of having a few more serbecause
changes in the Dominating Set are expensive. A change in Sgdher-
ally involves service disruption for at least the nodes thsg the connection
to their servers. Additionally, new server selection roaipcesent large com-
munication overhead, which should be avoided wheneveilgessiowever,
in case of services which require huge synchronizationtmaeat by default
between the servers it might be desirable to have fewer iseavel more DS
changesinstead. In such a case, the link stability critesimuld not be used.

6.5 Simulation Based Comparison of Service
Management Architectures

We have run another round of simulations to see, whether dhe-based
service management model with PBS to select the zone senadhg offers
a reasonable compromise while solving the main problemkeobther two
common models, such as the reduced fault tolerance of thieatizad clien-
t/server, and the limited scalability of the fully distriled peer-to-peer model.
Thus, in the final part of our evaluation we have compared dréopmance
of these three different service management models.

6.5.1 Simulation Settings

We used again the NS-2 network simulator and its wirelesnsions for the
simulations with the same basic settings as earlier. Thard) enobile node
shared a 2 Mbit/s radio channel with its neighboring nodésguthe two-
ray ground reflection model, IEEE 802.11 MAC protocol and ADuting
protocol.
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This time, we did run the simulations using only one scenéhi® School
Yard scenario, but with four different node densities. Wetlse area of the
school yard to 800x800 fnthe transmission range of every device to 250
meters and the node density to 15, 30, 45, 60 nodes from whicys 2/3
of the nodes (i.e., 10, 20, 30, 40, respectively) were gpgtmng in the game
session in average. The movements of the nodes were motgllexing the
RWP mobility model with the same settings as earlier. Thedud the nodes
was uniformly distributed in the range of 0-6 km/h.

We had repeated every simulation 10 times using differead s@lues
then averaged the results and computed the 95 % confiderceahof the
average. This gives 10 simulations per node density aniceamanagement
architecture, and 120 simulations in total. We set the éduratf the game ses-
sion, and thus the simulation time, to 900 seconds. The plagdes’ game
joining and leaving points in time were randomly distritditiuring the sim-
ulated time. In case of the client/server model, the seredemwas randomly
selected in every simulation. Moreover, in the zone-basedatwe used PBS
extended with NWC and XCoPred to select the server nodes.

As service management traffic, we used periodically sene'ahessages
between the server and its clients in case of the clien#senodel, between
all the peer nodes in case of the peer-to-peer model, ancebatihe nodes
and their neighbors and even between all the servers in ¢#se zone-based
model generating roughly 400 bit/s full duplex CBR traffia pennection.
Moreover, in the zone-based model the PBS messages wereoalsted as
management traffic. To simulate the game traffic, we usedhheacteristics
of the pseudo game service we specified above (cf. Sectioh)6Thus, we
generated a full duplex 10 kbit/s CBR data flow in case of thentlserver
model between the server and its clients, in case of the based model
between the servers and their clients, and in case of thetpgrrer model
between the peer nodes. As synchronization traffic betwesesdrvers of the
zone-based model, every server sent 1/3 of the game tradovesl from its
clients to all the other servers. The background traffic veamegated in case of
the 15, 30, 45 and 60 network nodes by 5, 15, 25 and 35 paralelections
being active at the same time during the whole simulatioweeh any two
random nodes, respectively. Per connection, the sendduped a 5 kbit/s
data flow for 30 seconds, then a new connection was estathlidlate that
all the service management, game and background trafficevass unicast
traffic in the simulations.
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Table 6.21 summarizes the main simulation settings disclgsove.

Variable Setting

Scenario School Yard (800x800 A)

Number of nodes 15 (10 players), 30 (20 players), 45
(30 players), 60 (40 players)

Service management Client/server, Zone-based, Peer-{o-
peer

Duration of the simulation time| 900 sec
Number of repetitions 10

Game joining and leaving points Randomly distributed during th
simulation time

D

Used mobility model Random WayPoint
Management traffic
Client/server, peer-to-peer Periodic ‘alive’ messages
Zone-based Periodic ‘alive’ + PBS messages
Game traffic
Client/server Servers client: full duplex CBR -
10 kbit/s
Zone-based Servers client: full duplex CBR -
10 kbit/s

Server< server: 1/3 of the gam
traffic received from the clients

1%

Peer-to-peer Peer node= peer node: full duplex
CBR - 10 kbit/s
Background traffic CBR - 5 kbit/s

5 (15 nodes), 15 (30 nodes), 25 (45
nodes), 35 (60 nodes) parallel co
nections

=}
1

Table 6.21:Simulation Settings to Compare the Three Service Managemen
Models
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6.5.2 Simulation Results

We investigated the performance of the different serviceagament models
from the viewpoint of the service and the network. To compheedifferent
models, we used the following metrics:

e Number of Service Interruptions: This measure indicates how many
times the game service was interrupted during the simuldtiom a
global viewpoint. We counted an interruption event if thejonigy of
the nodes participating in the service had to wait for a servpdate
more than 0.5 seconds (approximately 3 times the maximuepaable
round trip delay in real-time games). Table 6.22 shows tleesged re-
sults and their standard deviation we got applying the difieservice
management models in the scenarios with various node @ensit

Scenario / Man. Model | Client/Server | Zone-Based| Peer-to-Peer
15 Nodes 5,0=0.51 0,0=0 0,0=0
30 Nodes 4,0=0.44 0,0=0 0,0=0
45 Nodes 3,0=0.40 0,0=0 0,0=0
60 Nodes 3,0=0.38 0,0=0 0,0=0

Table 6.22:Average Number of Service Interruptions

As the table indicates, we observed service interruptiohsusing the
traditional client/server management model, as expektedever, this
does not mean that applying the other two models none of tivicee
nodes suffers from service interruption for shorter or lemigme. But
the number of these nodes is substantially lower and thegrroevered
the majority of the service nodes in our simulations. In thent/server
model, the server constitutes a single point of failure &sdimething
happens with the server (e.g., moves away or their linksd)reast of
the client nodes realize this and may suffer from servicerioption.
Moreover, this model does not offer any solution for the fpeobof
taking over the server role if the server disappears, thttssrcase the
service will be permanently disrupted. An interesting otagon is
that the number of interruptions is decreasing when the dedsity is
increasing in the network. Its explanation is that when stinks break
or the server node moves into a peripheral region of the nétiine
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possibility of finding alternative routes to the client nedeincreasing
with the growing node density. And since in our simulatiopsvie
interruptions happened exclusively due to communicatidnres (we
assumed low and easily treatable computation load on tlverseven
in the most dense scenario) increasing node density caft ire¢ess
service interruptions.

Management Traffic Overhead: It indicates the bandwidth required
to administer the service in the given service managemehitacture
from the viewpoint of the different service nodes. Thus, weasured
the management traffic overhead at the server and at thescirethe
client/server, at the zone servers and at their clientseérztime-based,
and at the peer nodes in the peer-to-peer model, respgcRedall that
in the client/server and the peer-to-peer model, only safie” mes-
sages were generated as management traffic. This is prelsudifab
ferent and involves more management traffic in real impleatems,
especially using the peer-to-peer model when the nodesaf@ming
service discovery and maintaining the peer-to-peer managestruc-
ture.

Figure 6.16 shows the averaged results of the managemtfiat dreer-
head measurements together with their 95 % confidence aitéhie
can see, that in case of the client/server model the managdraé
fic requires a small, constant bandwidth around 400 bit/settient
nodes (for sending the ‘alive’ messages to and receiving finem the
server) whatever the node density is in the network, whefreaeccu-
pied bandwidth is increasing linearly with the number ofotinodes at
the server, as expected. In the peer-to-peer model, evernynpele be-
haves also as a server. Hence, the required bandwidth faagearent
traffic in this model at each of the peers is approximatelystrae as at
the server node in the client/server model, and it is inéngdgearly
with the number of peer nodes. In the zone-based model, théreel
bandwidth for management traffic at the client nodes is a igihdr
than in case of the client/server model and it is increasinghly lin-
early with the increasing node density due to the growing pemof
neighbors and the bigger PBS messages. This also holds seter
nodes, but there the extra ‘alive’ messages are countedstomnage-
ment traffic to keep track of the other zone servers. As we earfrem
the figure, the management traffic is more evenly distribaedng
the service nodes in the zone-based model than using thnt/séever
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model, and its amount per node is much lower than the manageme
traffic per peer node using the peer-to-peer model. This iseprop-
erty of the zone-based model from load balancing point olvveren

if the management traffic is only a small portion of the oviaratwork
traffic.
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Figure 6.16:Management Traffic Overhead Comparison

e Game Traffic: This metric indicates the bandwidth occupied by the

application traffic from the viewpoint of the different se&® nodes.
We measured the game traffic at the server and at the clierttein
client/server, at the zone servers and at their clientsdrztine-based,
and at the peer nodes in the peer-to-peer model, respgciRedall that
as game traffic a full duplex 10 kbit/s CBR data flow was germerat
case of the client/server model between the server andiésts] in
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case of the zone-based model between the servers and tbeischnd
in case of the peer-to-peer model between the peer nodesoVer; to
synchronize the servers of the zone-based model, evergrssmt 1/3
of the game traffic received from its clients to all the otrewers.
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Figure 6.17:Game Traffic Comparison

Figure 6.17 shows the averaged results of the measured gaffieto-
gether with their 95 % confidence interval. In case of thentigerver
model, the game traffic occupies a constant bandwidth of skt
the client nodes in all scenarios, whereas the used bartuigitficreas-
ing linearly with the number of client nodes at the servee ®hcupied
bandwidth in the peer-to-peer model at each of the peerspap
mately the same as at the server node in the client/serveelpaut it
is increasing linearly with the number of peer nodes. In threezbased
model, the used bandwidth of the game traffic at the clienesdgithe
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same as at the clients in the client/server model, wherethe aerver
nodes it is increasing nearly linearly with the increasingle density
but at a slower pace than at the server using the centralipeieimAs

we can see from the figure, the server node in the client/sanckany
of the peer nodes in the peer-to-peer model can become aretH if

the number of the nodes participating in the service is tgb hivhich

reflects the scalability concerns with these models. Inrggpect, the
zone-based model is a better choice being capable to hamdegar-

vice nodes than the other models.

Network Load: The network load gives an indication about the net-
work saturation caused by the management and game trafiamis
up the amount of traffic transmitted in the network in total.

Client/Server
-+ O Zone-Based X
-+ X Peer-to-Peer )

0 15 30 45 60
Number of Nodes Forming the Network

Figure 6.18:Network Load Comparison
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The averaged results of the network I&&¢bgether with their 95 %
confidence interval are presented in Figure 6.18. As we canthe

network load is moderate and increasing slowly with the gngvnode
density using the client/server and the zone-based modeletkr, it is

increasing drastically with an exponential pace using ther{io-peer
model, which is the other main scalability concern of thisdelo Of

course, this situation can be mitigated by putting in plapprapri-

ate techniques for data transfer (e.g., using multicasneconication to
send game state updates to the other peer nodes), but ubigis/not

an easy task in a mobile ad hoc environment.

We can conclude from our simulation results, that the zcamet ser-
vice management model is a reasonable alternative of thetderver model
offering a redundant, fault tolerant solution to avoid $esvinterruptions.
Moreover, it shows much better scalability properties ttienother models
being capable to handle a higher number of service nodes, The zone-
based model is a valid trade-off between the centralizeshttBerver and the
fully distributed peer-to-peer model for mobile ad hoc nates.

6.6 Chapter Summary

In this chapter, first we presented our pseudo real-timeiptayer game
specification used in our simulations as the test applinafibien, based on
2260 simulation rounds in total, we showed our evaluatiothefPBS algo-
rithm, the technique of service profile creation for nodeghéicomputation
and our evaluation of the XCoPred prediction mechanismtltagewith its
application in PBS. Moreover, we gave a comparison of theesedlient, the
peer-to-peer and the zone-based service managementatatss.

Our PBS algorithm computes quickly an appropriate DS of ttsvark
graph (its nodes can be used as zone servers) and offerafiswgmus main-
tenance generating moderate management traffic overheade aaw from
our simulation results. With our NWC mechanism, a statigiserprofile can
be created and the node weights can be computed easily ghéngasis of
priority comparison in PBS. However, note that using suctaticsapproach
cannot provide a general ideal solution for all the différsgrvice contexts.
To increase the stability of the computed DS, mobility pcéidn can be used.

18Notice the difference in magnitude of the bandwidth scaleesin the figures: some bit/s
in Figure 6.16, some hundred kbit/s in Figure 6.17 and somedéMbit/s in Figure 6.18.
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XCoPred, our prediction mechanism, can provide fairly aatilink quality
predictions around 2 dB of absolute average predictionr @rrcase of appro-
priate parameter settings and scenarios showing clearmobgity patterns.
Integrating XCoPred into PBS the stability of the selected/er set can be
improved, in some cases even by roughly 25 %. And finally, wectaclude
that the zone-based service management model is a reas@uaipromise
between the centralized server-client and the fully disteéd peer-to-peer
model for mobile ad hoc networks offering fault tolerancd gonod scalabil-
ity properties.






Chapter 7

Related Work

Before developing new algorithms/mechanisms it is inblétto be aware of
the previously proposed approaches in the related researehs. Thus, in
this chapter we give a brief overview about the state-ofateapproaches
related to our work. First, we present previous work relatedhe selection
of management nodes in MANETs and compare these approachesRPBS
algorithm and NWC mechanism. Then, we discuss the moststitey pro-
posals related to mobility prediction in mobile networksmaring them to
our XCoPred prediction mechanism.

7.1 Selection of Management Nodes in Mobile
Ad Hoc Networks

In this section, we give a brief overview about approachkeded to our PBS
algorithm and NWC mechanism.

7.1.1 Clustering Mechanisms

Some of the hierarchical routing schemes proposed for moleitworks also
include online clustering algorithms that can be perforrogdhe network
nodes. We discuss here two examples of such clustering patgo

Lauer in [64] outlines a clustering mechanism for mobilewarks in
which nodes cooperate to elect clusterheads and supeerntiaads. Each
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node then affiliates itself with the closest clusterhead, alh nodes affili-

ated with a given clusterhead form a cluster. Each clustetéfiliates itself
with a super-clusterhead, thus affiliating all cluster mershwith the same
super-cluster-head. All nodes affiliated with a given supesterhead form
a supercluster. However, Lauer does not give specific eleetigorithm to

elect the clusterheads and super-clusterheads. Morgbeeadjustment of
the initial clustering hierarchy in case of network topolazhanges is not
clear.

Ramanathan and Steenstrup in [65] give a clustering algotfior mobile
ad hoc networks. The algorithm uses link-state informadistributed among
network nodes and recursive bisection to produce connémtet1 clusters.
A single node, the cluster leader, performs the clusteiiihg. cluster leader
is the node with the lowest-numbered identifier in a group ofually reach-
able nodes, but each node is capable of assuming the rolastécleader if
necessary. To begin, the cluster leader selects two seexs modl performs
a bisection of the initial large cluster. To form each clugtee cluster leader
alternates between clusters, attempting to add to a clastgher node that is
not yet a member of any cluster and is adjacent to a node irclinster, until
each node is a member of one of the two clusters. This proeésluepeated
until all clusters are within the prescribed size limit. Tiv@blem with this
approach is that the selection of the cluster leaders dddak®minto account
the capabilities of the nodes (it is based only on the nodetifiers) and the
cluster maintenance is not clear in case of node mobility.

7.1.2 Dominating Set Computation Algorithms

Several static algorithms have been already proposed ¢hertrdine a Dom-
inating Set in a given graph, but they don't specify how theda8 be main-
tained in case of topology changes. Other dynamic apprsaché handle
also the DS maintenance issue, but it is not always clear how.

In Table 7.1 and 7.2, some of the static DS computation algos with
their quality and construction properties are presentgdtter with our PBS
algorithm. Most of these algorithms have been developethipurpose of
providing routing functionality in ad hoc networks. In tiedablesn indicates
the number of nodeg the maximum degree in the network graph, &rid
an arbitrary parameter.
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Algorithm Time Complexity [round] | MDS Approx.
Largest-ID [66] 2 O(y/n)

LRG [34] O(logAlogn) O(logh)
Marking [67] 2 N/A

LP Relaxation [68] | O(k?) O(kafloga)
Dominator [69] O(n) O(4)
Removing Cycles [70] O(n) O(logh)
PBS O(n) O(logh)

Table 7.1: Summary of the Existing DS Computation Algorithms |

Algorithm CDSs Message Complexity
Largest-1D [66] No O(n) messages

LRG [34] No N/A

Marking [67] Yes O(An) messages

LP Relaxation [68]
Dominator [69]
Removing Cycles [70]
PBS

(
No O(k?A) messages, siz8(logh)
Yes O(n) messages, siz8(logn)
Yes O(n(n+ 2logn)) messages

O(n) messages, sizB(k(A+ 1))

No (optional)

Table 7.2: Summary of the Existing DS Computation Algorithms Il

We can see, that the different algorithms have differentiguand con-
struction properties. From the view of time complexity,rthare two algo-
rithms (Largest-ID [66] and Marking [67]) that perform inetiminimal num-
ber of 2 rounds. But this is paid with a higher approximatiactér (for the
Marking algorithm we didn’t find exact analytical expressionly simulation
results were given). The best approximation resodjf\, can be achieved with
a greedy (LRG - Local Randomized Greedy [34]), the Removingés [70]
and our PBS algorithm. The Dominator algorithm [69] is aritisited ap-
proach that constructs in the first step an independent DatingnSet. In the
second step, every node in the Dominating Set from the pusyitvase de-
tects the best paths to the other dominator nodes (thatstatsinost of 2
intermediate nodes), and forces the intermediate nodesirtdtje DS, too.
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At the end a Connected Dominating Set is constructed. A aimaibproach
could be used by our zone server selection algorithm, iféhefszone servers
needs to be connected (in the default version of PBS, we deqatre this).
Comparing PBS to these algorithms, it is the modificatiorhef distributed
implementation of the greedy LRG algorithm. We extendeddtiteria to
choose a node into the DS similarly to the Marking algoritivioreover, the
nodes exchange neighborlists for getting the relevantinéion about the ad
hoc network. As we can see from the tables, our algorithm stmwnpara-
ble analytical performance to the state-of-the-art DS astetjion algorithms.
Moreover, it offers the maintenance of the computed DS ie cdsopology
changes, too.

As a dynamic DS computation approach, Kozat and Tassiulasoge
a distributed service discovery architecture in [29] whielies on a virtual
backbone for locating and registering available servicéhinva dynamic
network topology. It consists of two independent mechanigire formation
of a virtual backbone, which includes the nodes acting agicebrokers,
together with assigning into clusters the non backbone sicaled the dis-
tribution of service registrations, requests and repllé® virtual backbone
creation mechanism selects a subset of the network nodestafrelatively
stable Dominating Set, discovers the paths between therdwimg nodes and
adapts to the topology changes by adding or removing netaaaks into this
DS. Similarly to PBS, the DS nodes to form the backbone arcts in a
distributed way, but it is based only on the node degree.,itthkefdilure fre-
guency of the node and the node’s ID, and does not take inmuatother
node properties. Moreover, the maintenance of the DS isetaildd enough
in [29] to see how it works exactly.

Another dynamic DS computation algorithm has been propbgektha-
rya and Roy in [71], which computes a power aware minimum ected
Dominating Set for routing in mobile ad hoc networks. Howevtkis ap-
proach considers only the energy level of the node and the dedree to
compute the DS. Moreover, it is not clear how the proposedréign main-
tains the DS in case of network topology changes.

7.1.3 Node Weight Computation Mechanisms

The simplest approaches in regard to selecting the DS nguisipe the se-
lection for a single objective. For example, minimizing fh@ver consump-
tion to increase the lifetime of the network/DS, or minimigithe number
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of DS nodes to decrease the message overhead and simpliyShtey/n-
chronization mechanism. These approaches are referresisiogle metric
mechanisms, because the heuristic for weight assignmbaséd on a solely
metric. There are other approaches that use some combimdteveral met-
rics, thus combining multiple objectives in the selectitgoaithm. We refer
to these approaches amiltiple metricmechanisms. In the following, we dis-
cuss two single metric and two multiple metric mechanisms.

Single Metric Mechanisms

Thelargest-ID/lowest-IDmechanism [66, 72], also known @entifier-based
clustering, is one of the simplest and most common appraachthe con-
struction of a Dominating Set. In this approach, each nodaehetwork is
assigned with a unique 1D and the nodes with the largest8bVizs are se-
lected for the DS. This algorithm does not show good adaptatioperties,
since every node is assigned with a given ID in advance wigictains during
the whole network’s life-cycle. On the other hand, changinge-numbering
the node IDs according to the network situation is not pcattbecause it is
a complex procedure and can create a lot of overhead traffic.

The highest-degreenechanism [73], also known a®nnectivity-based
mechanism, is another simple approach. Each node broadtsa# to its
neighbors. The node with the maximum number of neighbormatimum
degree, is chosen as clusterhead, and any tie is broken hbyottes’ IDs,
which are unique in the network. The neighbors of a clustatheecome
members of that cluster, and can no longer participate ielénetion process.
The constructed DS has a low rate of change, but the throudghplso low.
If the number of cluster members increases, the throughguredses and a
gradual degradation in the system’s performance can be\atke

Multiple Metric Mechanisms

Shaikh et al. propose a mechanism in [74] to select the DSlbaséhe node
degree and the remaining battery power of the nodes. In #isig,¢the nodes
frequently alternate between their dominating and dorematatus, thus bal-
ancing energy consumption and prolonging network lifeti@@mparing this
technique to the single metric mechanisms we can obseraethth energy
consumption is better balanced when the available bat@mepas the only
metric is used in the DS selection. But in this case, more s.ade selected
into the DS and therefore the overall network energy congiam|is higher.
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On the other hand, DS computation based on the node degtee@sly met-
ric tends to result in a smaller size DS, thus reducing eneogggumption in
each round. However, shifting roles between nodes is sldhisrcase, which
makes nodes with higher degree energy critical. Combirtiegtwvo metrics
in the node weight computation can lead to an ‘equilibriuwhjch conse-
guently increases the network life. However, this appradmésn’t consider
the requirements of the service for which the DS is created.

Chatterjee et al. in [75] propose a weighted clustering raeism called
WCA (Weighted Clustering Algorithm), which is a distribdtelustering ap-
proach for multi-hop packet radio and mobile ad hoc netwolke main
idea of this approach, similarly to our NWC mechanism, is éof@rm the
weight computation according to the requirements of theliegon/sys-
tem. Four parameters are considered in the weight compntatamely the
node degree, the battery power, the mobility of the node hedlistance be-
tween the node and its communication counterparts. The weidtght is the
weighted linear combination of the parameter values, saéh BWC, where
the weight co-efficients are dependent on the service tyjmg lakeployed in
the network. With this technique, always an appropriate BiS e selected
which suits best to the requirements of the service.

Our NWC mechanism is similar to WCA and based on the same ilta a
node weight computation method. However, in WCA it is notcsfoed, how
the parameter weight co-efficients are computed. For thiWC, we have
developed a technique based on factorial design which caasisy applied
by service developers.

7.2 Mobility Prediction in Mobile Networks

In the literature, several approaches of mobility predittn wireless mobile
networks have been proposed. Here we discuss differentaetippearing
mainly in the field of cellular networks or proposed to impeawuting in
MANETS. As the research area of mobility prediction is falstoad, we can-
not give a complete overview, rather point out the most egting techniques
which are related to our XCoPred mechanism.

7.2.1 Using a Linear Model

Creating a linear (in time) model of node mobility means balsy, that we
assume the nodes to keep on moving in the same direction kgtlsame
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speed as they currently do. In mobile ad hoc networks, dét@rgthe cur-
rent speed and moving direction of the nodes usually regsipecial hard-
ware, like a GPS (Global Positioning System) receiver [Bich a method
has been investigated in different mobility predictionalthms, for example
in [77]. In this approach, different schemes to improve irmyprotocol per-
formance by using mobility prediction are proposed. Thertion time of a
link is calculated with the assumption of having the GPStpmsinformation
of both ends of the link. Using the freespace radio propagatiodel, where
the received signal strength solely depends on the distateeen the sender
and the receiver, the amount of time two mobile hosts wil} stannected can
be computed with a simple formula:

(ab+cd) + /(a2 + c?)r2 — (ad— bc)2

Dy = —
‘ a?+c?

, (7.1)

wherea = vicoL; — vjcoL0)j,b = X — Xj,Cc = viSiNQ; — v;sin@j,d =y — yj.
However, assuming that every node is equipped with a pasitipdevice
is a fairly limiting factor.

7.2.2 Using an Autoregressive Model

Zaidi and Mark describe a mobility trackifyscheme based on an autore-
gressive model in [39] and [78]. The position, velocity ardeleration of
the mobile station in a cellular network are estimated byyapg an extended
Kalman filter. The Kalman filter creates an autoregressivaehof the node’s
mobility state which is applied to the RSS (Received Sigtar&th) or TOA
(Time Of Arrival) measurements of the mobile node’s sigmabider to de-
termine the user’s actual position. It computes, in case mibdel orderp,
the actual value as the weighted sum of fhareviously measured values, or
formally:

p
Xn = 0o+ ZaixnfpﬁLsn, (7.2)
i=

wheregy, is an independent identically distributed noise term wéhozmean.
While in a cellular network, where one end of the link is fixddlze base

19Mobility tracking is the task to determine the movementecsry of the nodes in time.
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station and the other one is mobile, such an autoregressidelman lead to
good results for mobility tracking.

However, our experiments to predict link quality in MANETsthvau-
toregressive models have shown, that it is fairly difficalfind the right pa-
rameter settings which can lead to accurate results.

7.2.3 Using Neural Networks

A neural network (see e.g. [79]) is a network of simple prageselements
(neurons) which can exhibit complex global behavior. Neoeaworks his-

torically were to imitate the central nervous system of themhn body in its
way of performing operations. Although current neural retg do not fol-

low this analogy in detail, they still have in common with tentral nervous
system, that the tasks are performed collectively and iallgduby the units
instead of assigning each of them a certain subtask. Jusedsiman brain,
also neural networks are well suited for pattern recognitihich makes them
useful for mobility prediction.

Capka and Boutaba propose a mobility prediction algoritoncellular
networks based on a back-propagation neural network in 88 main idea
behind a back-propagation network is, that it starts oulhwirandom pat-
tern encoded in it and as it is trained modifies this randortepabased on
how well the pattern performs on the training data. In otherds, the neural
network starts with guessing what the output should be giveertain input
and then compares its guess with the desired output. Dapgidi how far
off the guess is, the network adjusts its internal state andgeds to the next
training point. In this approach, the movement trajectdrgt mobile node is
determined as a sequence of base stations the node wa®dttacihe neu-
ral network is trained with sequences observed in the pastder to detect
the current movement pattern in the past behavior of the.node

Because of the encoding of the movement trajectory thiscgmbrcannot
simply be adopted to our mobility prediction case, as weltiteavoid the use
of such reference points.

7.2.4 Using Pattern Matching

Another approach for mobility prediction based on patteatahing has been
proposed by Bhattacharya and Das in [81]. The algorithm kas klesigned
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for the use in cellular networks and adapted for smart enwirentC. It uses
an information theoretic approach for mobility trackingdgsrediction. This
proposal is similar to the previous one in terms of using ik®hy of the base
stations (or closest sensors) for encoding the trajectbitie node move-
ment. However, instead of applying a neural network forrattrecogni-
tion, it uses the LZ78 compression algorithrto generate a smart dictionary
which stores the observed paths from the past measurements.

This approach resembles our XCoPred prediction method t® since
it is based on pattern matching, however it is also usingtionanformation
for the prediction what we tried to avoid.

7.2.5 Other Methods

Yang and Wang propose enhancements using mobility preditdi several
routing protocols in [82]. They show two methods of how todicethe ex-
piration time of a wireless link. The first approach takes litwation and
mobility information provided by GPS, the other one usesrteived sig-
nal strength of transmitted packets. In both cases, thes'usehaviors are
captured by linear models. Bahl and Padmanabhan in [83Filesan RF-
based user location and tracking system for in building remvhents called
RADAR. It uses the measurement of signal strength inforomatjathered
at multiple receiver locations to triangulate the user'srdinates. Triangu-
lation is done via both empirically-determined and theioedty computed
signal strength information. Liu et al. in [84] propose adtion prediction
algorithm, called Hierarchical Location Prediction (HL.R)hich is used to
advance resource reservation in wireless ATM networks. Hiéés a first or-
der autoregressive model to estimate the position, vgl@eitl acceleration
of the mobile nodes. In order to determine the current migtstiate, Kalman
filters are applied to the measurements of the user’s signal.

In all of these methods, either a positioning device or the afssome
external reference points is required. Thus, they cannaalsdy applied in
mobile ad hoc networks.

20A smart environment, like smart homes, is one that is ableduige and apply knowledge
about humans and their surroundings, and also adapt to waineir experience.

21The LZ78 algorithm for lossless compression was publisinedi978 by Lempel and Ziv
and is based on Shannon’s entropy. Variants of it are widedyl today for instance in the Unix
‘compress’ utility and in the GIF image format.
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7.3 Chapter Summary

In this chapter, we briefly surveyed the state-of-the-atagch approaches
related to our work. Thus, first we described previous wol&teel to the se-
lection of management nodes in MANETs and compared theseagipes to
our PBS algorithm and NWC mechanism. Then, we discussed diseinter-
esting proposals related to mobility prediction in mobiéworks and pointed
out their differences compared to our XCoPred predictioomaism.

We can conclude that numerous approaches have been prdpasedte
clusters for management purposes in mobile networks eithigly Domi-
nating Set computation or other algorithms. Most of thespgpsals take into
account only a single metric (e.g., the node ID or the nodesdgdn selecting
the clusterhead nodes which does not capture accuratehptleeproperties.
Moreover, these approaches either do not deal with clusantenance in
case of network topology changes or they do not specify theired proce-
dures in detail. Our PBS algorithm offers the continuousntesiance of the
selected DS and using our NWC mechanism the computed nodétosip-
tures more accurately the node properties making possildeléct the most
appropriate nodes into the DS. Concerning mobility préaiicin mobile net-
works, a huge number of approaches have been developed| adoveever,
almost all of them require either the use of a positioningaee.g., a GPS
receiver) or some external reference points. Thus, thegatdre easily ap-
plied in mobile ad hoc networks. Our XCoPred prediction nagitm does
not rely on any external device nor reference point, onlydigamal quality
between the communicating nodes has to be monitored togbtbei future
link quality.









Chapter 8

Conclusions

As the closing of the dissertation, this final chapter givesuenmary and
concludes the thesis. Thus, first we recall the context ofvauwk and briefly
review our contributions. Then, we give a critical assesgnoéthe achieve-
ments followed by a short discussion about future work. Anttié end, we
conclude the thesis with our final remarks.

8.1 Thesis Context

Wireless mobile ad hoc networks (MANETS) form a promisinggaigm for
future mobile communication. The devices in these netwogkscommuni-
cate directly in an ad hoc manner without requiring any edeinfrastruc-
ture. These networks can appear anytime and anywhere prgvidw ways
to run distributed services, especially real-time muéiuapplications.
Making a MANET functional the participating nodes must arga them-
selves spontaneously. Moreover, they must provide daagire] and service
provisioning functionalities for distant nodes beyondragtas terminals. In
this thesis, we focused on service management issues. bBigprgpriate ser-
vice management architecture in the mobile ad hoc envirommisecrucial
to help the spreading of MANETS in everyday life. This arebhftire must
be able to cope with the inherent properties of MANETS, suzltha lack
of a central infrastructure, the high level of device hegereity, the degree
of mobility, the self-organizing and error-prone propestand often the re-
source constraints of the participating devices. The techires of traditional
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service provisioning/management solutions used in conication and data
networks are not well suited for MANETS. Usually they aréheitbased on
the centralized service management model using the dewtr architec-
ture, which provides low fault tolerance, or the fully distrted model using
the peer-to-peer architecture, which has scalability eam& As a compro-
mise, the hybrid service management model using the zosedtzachitecture
offers high level of fault tolerance and provides much bettalability prop-
erties than the peer-to-peer architecture, thus it is wated for MANETS.
However, the main challenge is the creation of the zoneslanddlection of
the zone servers in mobile ad hoc networks. This has to beedayut in an
efficient and distributed way.

In this thesis, we presented the design, development, mgai¢ation and
evaluation of our novel, distributed algorithm (PBS) tdgatwith two other,
newly developed mechanisms (NWC, XCoPred) to create theszand select
the zone servers to be able to implement the zone-basedsanginagement
architecture.

8.2 Review of Contributions

The primary goal of this thesis was to help the implementatibthe zone-
based service managementarchitecture in MANETSs and ttsigrdelevelop,
implement and evaluate new mechanisms, which can aid tlceeetficreation
of zones and the selection of zone servers. Keeping thisigaéw, below
we review the main contributions of the thesis:

1. We design and develop a distributed Dominating Set comipatat-
gorithm called PBS. This algorithm computes and maintaimnsap-
propriate DS of the ad hoc network graph based on node pyidnmita
fully distributed manner containing nodes which can be usedone
servers.

In the zone-based service management model, the nodesijeatitig

in the service are divided into separate zones. In every, zotedicated
server node handles the clients belonging to the zone aruthsymizes
with the other zone servers. As zone server nodes, the mpi@ate
and most powerful nodes should be selected in an efficientdéid
tributed way.

We have developed a Dominating Set computation algorithilecta
PBS (Priority Based Selection) [13—-15] which, based onIgtapory,
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computes an appropriate DS of the ad hoc network graph inyadigh
tributed manner containing nodes which can be used as zoverse
(cf. Section 3.2). PBS performs in rounds and is based onasgihg
neighborlists that contain the relevant information alibetneighbor-
ing nodes. In every round, the node sends the current neiligtlio its
neighbors, receives the neighborlists from them and détesiits own
status. A node can be in DOMINATOR (acts as zone server), DOMI
NATEE (regular client), INTCANDIDATE (participates in the service
as a client, but not yet determined whether DOMINATOR or DOMI
NATEE) or EXT_CANDIDATE (does not participate in the service as a
client, but can be chosen as DOMINATOR) status. The algaritbm-
pares the node priorities, and chooses the highly priedtizodes as
DOMINATORSs. Priority comparison is based on the node weitie
span value (number of INCANDIDATE neighbors), the number of
DOMINATOR neighbors, and finally the node’s ID.

To ensure the smooth running of the distributed application set of
zone server nodes must be maintained and recomputed on thiedfty
itis required (e.g., in case of network topology changem@rfailures).
PBS is the first algorithm, according to our knowledge, ttitgre con-
tinuous maintenance of the DS when the network graph chashges
namically. The nodes start to exchange neighborlists wihey notice
some change and the algorithm performs some new roundswicihe
ity of the change if it is required. PBS shows a stable peréoroe even
in case of high node mobility keeping the DS computation tiraarly
constant (cf. Section 6.2).

2. We design and develop a mechanism called NWC to calculate nod
weight to be used in the node priority comparison of PBS. NWAIC ¢
culates the node weight based on a set of node parametershand t
characteristics of the given service. It assigns the higpesrities to
the best suited nodes for a given service type and thus desgthe
most powerful nodes to be selected as zone servers.

To select the most powerful nodes as zone servers, PBS cesibar
priority of the nodes which reflects from the viewpoint of aegi ser-
vice the node’s available computation and communicatiGouees
and its position in the network. We have developed a mechacédled
NWC (Node Weight Computation) [16] to be applied in node ptyo
comparison based on a set of node parameters and the chistmste
of the service being used (cf. Section 3.3).
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NWC computes the node weight, on which the priority comueris
is based, as the weighted linear combination of the nodenpzteas.
In contrast with the existing algorithms, which usually siaer only
one or a small group of node parameters aiming to optimizeDie
selection for a unique objective, NWC uses five parametac$), as the
available CPU, memory, battery power, the quality of thea®tnks
and the node’s position in the network, to capture the nadgigbilities
as close as possible.

The parameter weights are extracted from the so-calledcgepvofile
which reflects the characteristics and requirements ofitlemgervice.
To create this profile containing the appropriate parameééghts we
have applied factorial design and multi-objective optiatian based
on simulation (cf. Section 6.3). With this technique it isspible to
assign the highest priorities to the best suited nodes foremgervice
type and thus designate the most powerful nodes to be sglastzone
servers.

. We design and develop a mechanism called XCoPred to helpaser

the stability of the selected zone server set via predick@oPred pre-
dicts the variations of the wireless link quality based ottga match-
ing which can be exploited in assessing future changes afehgork
topology. Then, using this information in server selectioa stability
of the selected zone server set can be increased.

To increase the stability of the selected server set takirg mobility
into account is indispensable. High mobility of the nodes sult in
the selection of unstable zone servers leading to freqiremges of the
server nodes and thus frequent handovers of clients betivesn This
also causes high traffic overhead or even service disruptotility
prediction can mitigate this problem. It can help incredmedtability
of the server set by predicting future changes of the netwap&logy
and using this information in server selection.

We have developed a mechanism called XCoPred [17,18] taqhtbe
variations of the wireless link quality based on patternahig which
can be exploited for mobility prediction (cf. Chapter 4). the best of
our knowledge, such an approach to mobility prediction isahn the
area of MANETS, as most of the existing techniques use linezd-
els and are based on having localization information fromickted
hardware, such as a GPS receiver. In order to observe thdityetzite
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of a node without using dedicated hardware, the Signal te&Riatio
(SNR) of the links is monitored and filtered with a Kalman filte get
rid of noise in XCoPred. When a prediction is required, théaies to
detect patterns similar to the current situation in thednjsof its links’

SNR values and tries to obtain a set of predictors. For thisgzne, the
node computes the normalized cross-correlation betwesmuthrent
pattern and the history of the links’ quality. From the détecset of
predictors the most probable predictor is used as the gredliof fu-

ture link quality. For cases where no predictors can be fowedapply
a fallback solution based on an autoregressive model. UsCaPred
highly accurate predictions of link quality can be achiewstth around
2 dB of absolute average prediction error in case of appatggaram-
eter settings and scenarios showing clear node mobilitieiest (cf.
Section 6.4.5).

Furthermore, to increase the stability of the selected zmmeer set,
we introduced and implemented a link stability criteriotoithe PBS
algorithm. Using this criterion, a client node (DOMINATERgcepts
only a neighbor as server (DOMINATOR) when it has a link tolitigh
is predicted to be stable for a certain time in the futureednating
XCoPred into the PBS algorithm we could improve the stabditthe
selected server set and decrease the number of zone searayesh
substantially, in some cases even by approximately 25 %Sgxftion
6.4.6).

Moreover, all these algorithms/mechanisms, i.e., PBS, Nai@& XCo-
Pred, were implemented and evaluated in the network simul$-2 (cf.
Section 5.1). As a proof of concept, we also implemented timeour SIRA-
MON framework running in our mobile ad hoc testbed togethi#én & demo
multiplayer game application (cf. Section 5.2).

8.3 Self-Assessment

In this thesis, we intended to propose algorithms/mechaishich were
able to aid the creation of appropriate service managenrehttacture in
MANETS coping with the constraints of the mobile ad hoc eowinent. Our
contributions (the PBS algorithm, the NWC mechanism andX@ePred
mechanism) support the creation of a zone-based servicagearent archi-
tecture which is more appropriate for self-organized netaaghan the tra-
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ditional management architectures, such as the clienéser peer-to-peer
architecture.

As the novelty of our distributed Dominating Set computagdgorithm,
PBS is the first approach, according to our knowledge, tHat®€ontinuous
maintenance of the DS in case of dynamically changing néttapologies.
It is important to see the difference between the DS maimemand simply
select a new DS whenever some change happens. Clearly, 6t isracti-
cal to rerun the DS computation algorithm in case of changdake whole
network because it can create a huge management overh#iad teguires
considerable amount of time to select again and again thedd8snand can
compromise the stability of the initially selected DS. RathPBS tries to ‘fix’
the DS in the vicinity of the change which usually does nopagate through
the whole network making the recomputation fast and présgtte not con-
cerned part of the DS. Another handy feature of PBS is thaptbperties
of the selected DS can be easily adjusted by merely reogénin criteria
(node weight, span value, number of DOMINATOR neighborglentd) in
the priority comparison. For example, if our goal is to getinimum DS the
span value has to be considered at the first place in the cisopaOur al-
gorithm shows comparable analytical performance to the-sththe-art DS
computation algorithms and provides stable behavior geimgronly a small
amount of management overhead traffic, as we saw it from owlation re-
sults. The weak point of PBS is the oscillation problem (testidn between
DOMINATOR and DOMINATEE status of the node, cf. Section @)2which
can arise if a DOMINATOR node switches back immediately witeletects
other DOMINATOR nodes also covering its DOMINATEE neighbardow-
ever, this problem can be avoided by taking into account iadgte mobility
in the DS selection and delaying a bit the switch back deisio

To select the most powerful nodes into the DS our NWC mechaodsn-
putes the node weight using a representative group of nadengders and a
so-called service profile. The novelty of NWC is taking intwaunt several
parameters in the weight computation and the techniquesttethe service
profile in an offline/static way applying factorial designdamulti-objective
optimization based on simulation. The weak point of NWC s $tatic ap-
proach to create this profile, because with such an approachat possible
to accurately predict the future service context (e.gwn#gt scenario, mo-
bility behavior of the nodes) in advance where the giveniserwill be de-
ployed. Thus, even knowing the basic characteristics oféineice an optimal
profile is not granted for every situation. This problem carsblved with a
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more complex, dynamic approach which adapts continuohslgérvice pro-
file to the actual service context. However, the developroéttiis dynamic

service profile creation mechanism requires more reseamtheamains as a
topic for future work.

To increase the stability of the selected zone server seilitygivediction
can play an important role. The novelty of our XCoPred meddmaris that it
predicts the variations of the wireless link quality basacpattern matching
without relying on any positioning hardware or externaérehce point. Ac-
cording to our simulation results, highly accurate praditt can be achieved
with XCoPred in most of the cases. However, these resultshatie to be
justified in real environments via measurements which reguhe setup of a
test ad hoc network consisting of enough nodes. Anothegttamote is that
XCoPred focuses on predicting the future variations oftexgdinks. While
this is enough for increasing the stability of the select&] Dmight be use-
ful for other applications to predict the whole future topgy of the network.
This would mean to use mobility prediction in terms of preidig the future
position of a node in the network. In order to do so, our apghozan be
extended by an algorithm, e.g., using MDS (Multidimensl@waling) [19],
that concludes the network topology from the distances éetvthe nodés.
The weak point of XCoPred is that it is costly. It can be easdgn, though
we did not carry out a detailed complexity analysis in thissik, that com-
puting the normalized cross-correlation of the queriesthadraining data as
well as correlating the predictors with one another preadsigg computation
overhead for the nodes. Especially for devices with verytéchresources,
such as mobile phones, this might be a too big burden and desimpmore
optimized solution might be preferable. However, analgzime complexity
and optimizing XCoPred are left as another topic for futwsearch.

As we mentioned earlier, we had implemented all the develapproach-
es in our SIRAMON testbed. Unfortunately, we could not acpbsh thor-
ough evaluation in this testbed due to its limited size andermobility, but
this work was still very useful and let us gain a lot of real ldagxperience
with mobile ad hoc networking.

22Djstance is not used in geographical sense here, ratheigasl'space’ measure.
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8.4 Future Work

The research presented in this thesis has created a setobuatians, such as
the PBS algorithm, the NWC and XCoPred mechanisms, in tleeciigervice
management in mobile ad hoc networks. Based on these aatitrils further
research can be built and it is also worth to consider how ohiesements
could be commercialized. Below we give a set of ideas foofelup research.

Concerning PBS, it can be useful to examine further the bidayaimits
of the algorithm and the influence of a constantly changirtgzoek topology
on the application which can put the algorithm into a contiimsiconvergence
situation. Moreover, it would be interesting to see how tkefgrmance of
PBS compares to other clustering approaches or newly pedpagorithms,
thus the development of a comparison framework can be alsihwhbile. In
this thesis, we have investigated PBS only via simulatiblosvever, in order
to be able to assess its real world applicability, it is itavie to investigate
our algorithm also in a real, testbed environment.

With regard to our node weight computation mechanism, abovee-
ferred to its weak point which was the static approach totertdee service
profile. This could be replaced with a dynamic approach whidapts con-
tinuously the service profile to the actual service contieéiireover, the per-
formance investigation of NWC in a real environment, whitiplements also
the application, would be even more important here becdwesehanges of
the node parameter values (CPU, memory, battery power) eamitated in
a simulator only with a coarse fidelity.

In the area of mobility prediction, we believe that our XCeéprediction
approach has great potentials. Extending it with netwogolkogy predic-
tion features its applicability could be substantiallyrigeesed from support-
ing routing decisions via traffic engineering to even aplan layer usage
in mobile ad hoc networks. However, as we mentioned aboeepéttern
matching method used in XCoPred is computationally expenS§iomputing
the normalized cross-correlation functions and the catiats for selecting
the most common predictor is costly and a more efficient mieth@ht be
found. One viable approach is to use fast normalized crog®lation in the
frequency domain [40]. And finally, the investigation of X@med in a real
testbed environment is also desirable and could help fudéeeslop our pre-
diction method.
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8.5 Final Remarks

Mobile ad hoc networking is an emerging communication pigrachnd it has
promising features to become a widely used technique irutiued. However,
it imposes numerous challenges which reserve room for moatis research.

One challenge is to develop appropriate service provisgpprocedures
which can cope with this dynamic environment. We believé tha contri-
butions constitute a step further on the research highwdyhape that the
community can profit from our work.
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Appendix A

NS-2 Detalls

A.1 Mobility Models

In the evaluation of the developed mechanisms, we have wssdally two
mobility models in NS-2, the Random WayPoint and the Freemaylel.
These are discussed in the following. A good overview of tlisthaommon
mobility models used for simulations can be found in [85].

A.1.1 Random WayPoint Model

The Random WayPoint mobility model (RWP) [56] is a repreatiwe of such
a model where the motion of the nodes shows little strucitinas, it is hard
to predict the future SNR values. With the RWP model, the scstart at
random, uniformly distributed positions spread over theoleharea under
simulation. Each node chooses a random destination witt@rsimulation
area and a random speed, which is uniformly distributediwitie interval of
[minspeedmaxspeel After arriving at its destination, the node pauses for a
certain amount of time and then starts all over with selgadinew destination
and speed. A typical travelling pattern of the RWP mobilitgdrl is shown
in Figure A.1. An exemplary SNR pattern to which such moventeads is
plotted in Figure A.2.
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Figure A.1: Travelling Pattern of a Node Using the RWP Model
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Figure A.2: Typical SNR Pattern of a Link Driven by the RWP Model

A.1.2 Freeway Model

The Freeway mobility model [63] is a representative of medehich show
clear movement patterns. Cars are modelled as nodes orighstiae rep-
resenting a lane on the freeway. The number of lanes anddineations can
be configured, as well as the desired minimal and maximaldsfmeeach
lane. The speed of the vehicles are set according to thdidwetet-Driver
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Model (IDM) [86]. As a model of lane change and overtaking earers, the
Freeway model uses the MOBIL (Minimizing Overall Breakingluced by
Lane-Changes) [86] strategy. An exemplary SNR measurepattarn using
the Freeway mobility model is shown in Figure A.3. It can beacly seen
how the nodes (cars) are moving towards, then crossing awithgliaway

from each other. Patterns with such a short lifetime and sudbar structure
are typical for two nodes travelling in opposite directioRer nodes moving
in the same direction the patterns look similar but they acgenspread in
time. The faster car approaches from behind, then overtalkeslower one
and the distance increases until the connection is lost.
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151
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Figure A.3: Typical SNR Pattern of a Link Driven by the Freeway Model

A.2 Signal to Noise Ratio in NS-2

For implementing our mobility prediction mechanism a ret&dimodel of the
Signal to Noise Rati®? is to be used taking into account the radio propagation
(path loss, and effects like reflection, scattering andralition) and noise
(environmental noise, receiver noise and interferenag)gties of the signal.

In the following, the SNR model used in NS-2 is explained.

23Note that typical values of the signal power in wireless 802.AN networks range from
-90 dBm to -40 dBm, while a typical noise level observed isiatb-90 dBm. Thus, typical SNR
values range from 0 dB to 50 dB.
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A.2.1 Radio Propagation

As radio propagation model thehadowing mode}62] is the most com-
monly used in NS-2. The shadowing model consists of two pé#réspath
loss model, which defines a deterministic relation betwestadce and re-
ceived signal strength; and a random variable, which refiget variation of
the signal strength at a certain distance.

The path loss is usually measured in dB with the equation

P (d)
Pr(do)

whered is the distance between the nodes dnts a reference distance. The
parametef is calledpath loss exponeiind is determined by the physical en-
vironment. Some typical values fcan be found in [62]. In our simulations
we chose = 4, which is a typical value observed in obstructed in-buaidi
environments. The SNR measurements of an example link aking only
the path loss into account is shown in Figure &A.4

The second part of the shadowing model is an added randombleri
which is used to model different effects on the receivedaigtrength when
the nodes of the link are in motion:

= floﬁlog(dgo)[dB], (A1)

P (d)
P (do)

X4g has a Gaussian distribution with zero mean and standardta®vodB.
odB is calledshadowing deviatiorand is also determined by the physical
environment. Typical values afdB range from 3 to 12 (in [62] the values for
different environments are discussed in more detail). Insimulations, we
chose the value afdB = 7, which is representing an office environment with
hard partitioning. The SNR pattern of the same link as abihig time with
the added random variab¥qg is shown in Figure A.5.

= —10[3|09(d%)+xd3[d5] (A.2)

241n order to show the effect of the radio propagation modethexit accounting for noise, a
constant noise level of -90 dBm has been assumed.
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Figure A.4: SNR Using Deterministic Distance to Signhal Strength Rexati
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Figure A.5: SNR Using the Shadowing Model
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Figure A.6: SNR Using the Shadowing Model Plus Noise and Interference
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Figure A.7: SNR Filtered with Kalman Filter
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How the shadowing model is deployed and configured inTthescrips
of NS-2 is shown in Listing A.1.

$ns node-config —propType Propagation/Shadowing
# path loss exponent

Propagation/Shadowinget pathlossExp 4.0;

# shadowing deviation (dB)
Propagation/Shadowinget std_db_ 7.0;

# reference distance (m)
Propagation/Shadowinget dist0O. 1.0;

# seed for RNG (Random Number Generator)
Propagation/Shadowinget seed O;

O©CoOoO~NOUTA WNPE

Listing A.1: Usage of the Shadowing Propagation Model in NS-2

A.2.2 Noise and Interference

In order to account for environmental noise and receivesey@nother Gaus-
sian distributed random variable is added to the SNR valtesean is set
to -90 dBm with a standard deviation of 4 dBm.

NS-2 implements a very simplistic model of interference detecting
packet collisions. Collision detection is included in thé® (Medium Ac-
cess Control) layenfic/ mac- 802_11. cc) of the 802.11 implementation. When
a packet arrives, the receiving function simply checks,tiwieanother packet
is currently being received. If this is the case, the sigrmalgr of the two
packets is compared. If the power of the incoming packet iallemthan
the power of the packet currently being received by at |eastconstant
CPThr esh (10 dB by default), a collision is detected and the packetipped.

This model has several drawbacks:

e The interference is not additive. Thus, only two packetcarssidered.
This is problematic if more packets are being received simmelously.

e The duration of the interference generated by a packet isomdid-
ered.

e Only packets with signal power higher than tleeeive thresholdon-
stantRxThr esh_2° are taken into account.

25Thereceive thresholds a constant signal strength value defined in NS-2, abovehthie
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e The interference is implemented in the MAC layer insteadefghys-
ical layer, to where it belongs.

However, in the lack of a better interference model we usidhiodel in
our simulations. If during the reception of a packet anopiaaket arrives, the
signal power of the latter is added to the noise power as a&WValuinterfer-
ence. Figure A.6 shows the SNR pattern of the same link aseabithr added
noise and interference to the shadowing model. MoreovgurEiA.7 depicts
the SNR pattern of the given link after applying our Kalmatefil

The SNR is calculated in the MAC layer in NS-2. The MAC layer’s
recv() function, which processes incoming packets, gets thevedsignal
strength information from the propagation model in theafalep- >t xi nf o_. RxPr .
In order to hand over the SNR value to the state observatidimeofobility
prediction algorithm, we extended the packet headerdditeon/ packet . h)
with a propertysnr _. The code of the SNR calculation is listed in Listing A.2.

1: double snr;

2: RNG noise;

3: noise.resetnext.substream ();

4: if (rx.state. = = MAC.IDLE) {

5: snr = 106logl0(p—>txinfo_.RxPr) —
6: — noise.normal90,4);

7: } else {

8: snr = 16log10(p—>txinfo_.RxPr)
9: — 10«logl1l0 (pktRx.—txinfo_.RxPr)
10: — noise.normal90,4);

11:  }

12: hdr—>snr. = snr;

Listing A.2: SNR Calculation in NS-2

packet is received correctly. It is typically set to -95 dBm.
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Implementation Detalils

In the following, we give some details related to the implatagon of PBS,
NWC and XCoPred in the NS-2 simulator and our SIRAMON framesvo

B.1 Finite State Machine in the PBS
Implementation

We have used a Finite State Machine (FSM) to implement the®&3ithm
in the NS-2 simulator and the SIRAMON framework. An FSM is adaloof
behavior composed of states, transitions and actions.d&etdifferent states
of the machine transitions are defined which perform the @mate actions
based on the incoming events. The specification of the usktligShown in
Figure B.1.

B.1.1 Finite State Machine States

The FSM consists of four states, suchiase, nsgsent, roundfi ni shed
andfini shed. Thei dl e state is the initial state. Once the PBS algorithm
is started it performs in rounds. In every round, it sends Nlegghborlist

to its neighbors and waits in thesgsent state for the neighborlists from
the neighbors. If all required neighborlists are arrivedhs timeout timer
has expired, it goes to thi@undf i ni shed state and determines the own sta-
tus. If there are still INTCANDIDATE neighbors, the neighborlist is resent



174 B Implementation Details

BN idle
join receivedmsg
v L
_i‘ sl | msgsent ' timerRESEND

receivedmsg timerTIMEOUT

A J v

resend -
2 roundfinished | | receivedmsg

finished

resend _
m finished 4J receivedmsg

Figure B.1: Finite State Machine of the PBS Implementation

and the FSM is waiting again in tmsgsent state. If all INT.CANDIDATE
neighbors have switched to DOMINATEE or DOMINATOR statuwe £SM
goes to thd i ni shed state. It is waiting in théi ni shed state unless some
changes in the network topology are detected or there ai@ agme new
INT_CANDIDATE neighbors. If this is the case, a hew round of theSPB
algorithm will be started and the FSM turns again torthgsent state.

B.1.2 Finite State Machine Transitions and Actions

All transitions, the corresponding events and a short dsmn of the related
action of the FSM are presented in Table B.1 and Table B.2.
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From State

To State

Event

Action

ide

nsgsent

join

The node joins the
service session an
starts sending out
neighborlists

[oN

ide

nsgsent

recei vednsg

The node is still
waiting in thei dl e
state, but received
a neighborlist. It
starts now sending
out neighborlists ag
well

nsgsent

nsgsent

ti mer RESEND

The resend time
expired and not
all neighbors sen
the neighborlist
back.  Therefore
the already sent
neighborlist will be
resent

nsgsent

roundf i ni shed

recei vednsg

All required neigh-
borlists have
arrived. The node
determines its own
status

nsgsent

roundf i ni shed

timer TI MEQUT

Not all required
neighborlists have
arrived, but the
timeout timer is
expired and the
node determines it$
own status

Table B.1: Transitions, Events and Actions of the PBS FSM (1)
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From State

To State

Event

Action

roundf i ni shed

nsgsent

resend

There are  still
INT_CANDIDATE

neighbors and a new
round of the PBS
algorithm needs tg
be started

roundf i ni shed

fini shed

fini shed

All  nodes deter-
mined their sta-
tus. There are ng
INT_CANDIDATE
neighbors left

fini shed

fini shed

recei vednsg

Handles incoming
neighborlist even if
the node is already in
the finished state.
If required it sends g
neighborlist back

fini shed

nsgsent

resend

Changes in the net
work and/or somg
INT_CANDIDATE
neighbors have been
detected. A new
round of the PBS
algorithm needs td
be started

Table B.2: Transitions, Events and Actions of the PBS FSM (11)
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B.2 PBS Implementation Details in NS-2

B.2.1 Directory Structure

In Table B.3, the directory structure of the PBS implemeatain NS-2 is
shown. All the necessary files are located under the NS-2418 directory.
Table B.4 shows the files used for the implementation in theé e of the
simulator and gives a short description about them.

Directory Description
ns-2.28 The NS-2 main directory
ns-2.28/zoneserver The zoneserver main directory
ns-2.28/zoneserver/utils Some utils for the zone server selectipn
agents (ZSSAgent)
ns-2.28/zoneserver/doc Source code documentation
ns-2.28/zoneserver/tcl/wired | Tcl scripts for wired environments
ns-2.28/zoneserver/tcl/wirelessT ¢l scripts for wireless environments

Table B.3: Directory Structure of the PBS Implementation in NS-2

File Description

zss{.h .cc} The main class for any zone server selec-
tion (ZSS) implementation

zss_pbs{.h .cc} Implements the PBS algorithm

timer_pbs{.h .cc} Timer functionality used by the PBS algo-
rithm

neighborlist{.h .cc} | Storesandhandlesthe relevantinformatjon
about the neighbors
node_i nformation. h Contains the structure of a node entry|in
the Neighborlist and the structure of the
sent PBS messages

monitor{.h .cc} Monitors the 1-hop neighborhood
timer_nonitor{.h .cc} | Timerfunctionality used by the monitor
debugger{.h .cc} Debugger used to write outputs
utils/fsm.h .cc} Implementation of a PBS FSM

utils/state{.h .cc} State of the PBS FSM

Table B.4: Files of the PBS Implementation in NS-2
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B.2.2 Running Simulations Using PBS in NS-2

To run simulations in NS-2 Tcl scripts are used to build défe topologies
and to simulate different scenarios. In Listing B.1, an egkzof the basic Tcl
commands used for attaching the PBS agent to nodes is shatatihat the
shown script does not build a topology between the nodesdmamvements
of the nodes. It only attaches the PBS agent to the given nodes

1: set ns phew Simulator]

2: #create 3 nodes

3: set node(0) [$ns node]

4. set node(1l) [$ns node]

5: set node(3) [$ns node]

6: #create agents

7: set agent(0) rfhew Agent/ZSS/PBS]

8: set agent(1l) rfew Agent/ZSS/PBS]

9: set agent(2) rhiew Agent/ZSS/PBS]

10: #attach agents to the nodes

11: $ns attach-agent node(0) agent(0)
12: $ns attach-agent node(l) agent(1l)
13: $ns attach-agent node(2) agent(2)
14: #set node weights

15: $agent(0) set weightl0

16: $agent(1l) set weight20

17: $agent(2) set weight30

18: #Schedule events

19: $ns at 0.00001 ‘‘$agent(0) inizss’’
20: $ns at 0.00001 ‘‘$agent(l) initzss’’
21: $ns at 0.00001 ‘‘$agent(2) inigzss’’
22: $ns at 0.1 ‘‘$agent(0) join"’

23: $ns at 0.1 ‘‘$agent(l) join"’

24: $ns at 0.1 ‘‘$agent(2) join'’

25: $ns at 900.0 ‘‘finish’’

Listing B.1: Tcl Commands to Attach the PBS Agent to the Nodes in NS-2
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B.3 XCoPred Implementation Details in NS-2

B.3.1 Data Structures

The most important fields of tHe nkMeasur ement s data structure are sum-

marized in Table B.5.

Field

Description

nodel d

The node ID of the peer of this link

| ast Measur enent

Stores the last measured SNR value of the

ac-

tual measurement interval before it is saved in
the time series

measur enent sj ] Saves the time series of the filtered val-
ues, used as a circular buffer of size
SNR_BUFFER_SI ZE

kal manPar PkApriori | The actual Kalman filter parametess C, B,

kal manPar Pk P, Kk, Q) of the time series as they were de-

kal manPar Kk scribed in Section 4.2.1

kal manPar A

kal manPar C

kal manPar Q

prediction Stores the last prediction in a vector made for
this link

| ast Predi ctionTime | The time when the last prediction of this link

was made. It is used for checking whether the

prediction in thepr edi cti on field is still ac-
tual

Table B.5: Overview of the_i nkMeasur enment s Data Structure
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B.3.2 Configuration Files

In order to set the parameters in the state observation pA€oPred, three
config files are used. They are listed in Table B.6 and can bedfdu the
zoneserver/tcl/wirel ess/ directory. Each of the files simply contains the
value of the parameter.

Filename Description
config_trainingorder.inc | The number of training sample
for the autoregressive model of the

%)

Kalman filter
confi g_queryorder.inc The query order
config._stabletine.inc The time for which a link has to bg
available in order to be considered as
stable

Table B.6: Configuration Files of the State Observation Part of XCoPred



B.4 PBS Implementation Details in SIRAMON 181

B.4 PBS Implementation Details in SIRAMON

Table B.7 gives a short description of the packages comigithie PBS code
in the SIRAMON framework. Moreover, Table B.8 lists the filasd their
short description that are contained in these packages.

Package Description

Si ranon. Management . zss Contains the main classes needed
by the zone server selection fung-
tionality

D

Si ranon. Managenent . zss. utils | Contains some utilities for the zon

server selection functionality like a
basic debugger and the FSM
Table B.7: Packages Containing the PBS Code in SIRAMON
File Description
ZSS. j ava The main class for any zone server implemen-
tation
ZSS_PBS. j ava Implements the PBS algorithm
ZSS_PBSfsm j ava Implements the FSM used by the PBS algo-
rithm

ZSS_PBSpacket . j ava PBS packet format to be sent in the content
part of the SIRAMON packet
Ti mer PBS. j ava Timer functionality used by the PBS algorithm
Nei ghbor i st.java Stores and handles the relevant informatjon
about the neighbors
Nodel nf or mati on. java | Used by the Neighborlist to store the informa-
tion about the neighbor

util s/ Debugger.java Debugger used to write outputs
utils/FSMjava Basic implementation of an FSM
utils/State.java Implementation of the FSM states

Table B.8: Files of the PBS Implementation in SIRAMON
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Table B.9 shows the new classes of 8ieanon. Net wor k package im-
plementing the network monitor functionality.

File Description
Net Moni tor. j ava The monitor that sends and receives
packages to detect the 1-hop neighbors
Net Moni t or _Cal | back. java | Callback interface used by other
classes to be informed about changes
in the neighborhood

Table B.9: Files of the Network Monitor Implementation in SIRAMON
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Abbreviations

AODV Ad Hoc On-Demand Distance-Vector
AR(1) First Order Autoregressive Model

ATM Asynchronous Transfer Mode
AWGN  Additive White Gaussian Noise
CBR Constant Bit Rate

CPU Central Processing Unit

CDs Connected Dominating Set

DS Dominating Set

FSM Finite State Machine

GIF Graphics Interchange Format
GPRS Generalized Packet Radio Service
HLP Hierarchical Location Prediction
IEEE Institute of Electrical and Electronics Engineers
LP Linear Programming

LRG Local Randomized Greedy

MAC Medium Access Control
MANET Mobile Ad Hoc Network
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MDS Minimum Dominating Set
NAM Network Animator
NS-2 Network Simulator version 2
NWC Node Weight Computation
NWDS Node Weighted Dominating Set
PBS Priority Based Selection
PDA Personal Digital Assistant
QoS Quality of Service
RADAR In-Building RF-Based User Location and Tracking &yst
RF Radio Frequency
RSS/RSSI  Received Signal Strength/Received Signal Stréndicator
SDP Service Discovery Protocol
SIRAMON  Service provisioning fRAMework for self-Organid&letworks
SNR Signal to Noise Ration
Tcl Tool command language
TTL Time to Live
TOA Time Of Arrival
OTcl Object Tcl
UDG Unit Disk Graph
UDP User Datagram Protocol
UMTS Universal Mobile Telecommunications Service
UPNnP Universal Plug and Play
WCA Weighted Clustering Algorithm
WLAN Wireless Local Area Network
XCoPred Cross-Correlation Based Prediction
XML eXtensible Markup Language
ZSS Zone Server Selection
2D 2 Dimensional
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